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Status of data some years ago
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Energy scale uncertainty vs. all-particle flux
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Figure 11: Comparison of flux measurements scaled by E3. Only statistical errors are shown.
Shown are the data of AGASA [163, 278], Akeno [33, 224], Auger [167], Fly’s Eye [276, 32],
Haverah Park [277], HiRes-MIA [225, 226], HiRes Fly’s Eye [227], MSU [279], SUGAR [275],
and Yakutsk [280]. Yakutsk T500 (trigger 500) refers to the smaller sub-array of the experi-
ment with 500m detector spacing and T1000 (trigger 1000) to the array with 1000m detector
distance. The data of the MSU array are included to show the connection of the high-energy
measurements to lower energy data covering the knee of the cosmic-ray spectrum.
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Figure 12: Flux of UHECRs as measured with the four detectors that have the largest
exposures, namely Yakutsk [280] AGASA [163, 278], Auger [167], and HiRes [227]. Left panel:
Cosmic-ray spectra as derived by the Collaborations using the calibration of the detectors.
Right panel: Cosmic-ray spectra after re-scaling of the energy scale of the experiments to
obtain a common position of the dip, from [281, 282]. The nominal energy scales of the
experiments have been multiplied by 1.2, 1.0, 0.75, 0.625 for Auger, HiRes, AGASA, and
Yakutsk, respectively.
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(Berezinsky, J. Phys. Conf. Ser., 2008)

Good agreement between different experiments if energy is shifted



Exotic source and propagation scenarios ?
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Fact sheet: sources

AGNs, GRBs, ...
( ☆ )

Young pulsars
( ☆☆ )

X particles
( ☆☆☆ )

Z-bursts
( ☆☆☆☆ )

Process

Diffuse shock 
acceleration

EM acceleration

Decay & particle 
cascade

Z0 decay & 
particle cascade

Distribution

Cosmological

Galaxy & halo

(a) Halo (SHDM)
(b) Cosmological

Cosmological &
clusters

Injection flux

p ... Fe

mainly Fe

!, "-rays and p

!, "-rays and p

Rapidly spinning young neutron stars

�E =�V ×�BMHD condition:

Acceleration in electric field:

Emax ∼ Z×1019 eV

R � 10km
T � 10 . . .100ms
B � 109 T (= 1013 G)

(Blasi, Olinto et al., ApJ 533, 2000)

Emax ∼ Ze|�E|d
∼ Zeωr2 B

Active Galactic Nuclei (AGN):
Black Hole of ~109 solar masses

Magnetars:
magnetic field
up to ~1015 G

Super-heavy particles,
topological defects:
MX ~ 1023 - 1024 eV

large fluxes of 
photons and 
neutrinos

(RE, Nijmegen Summer School, 2006)



Current status of all-particle flux
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Limits on exotic source scenarios
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Photon Search Results
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Most exotic source scenarios excluded or strongly disfavoured,
similar results for ultra-high energy neutrino searches

Searches for photon- and neutrino-induced showers: integral limits

(Unger, rapporteur talk, ICRC 2011)



Energy scale uncertainty vs. all-particle flux (i)
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Comparison with the HiRes stereo spectrum
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Auger combined spectrum:
      22% sys. uncertainty

HiRes stereo spectrum:
      17% sys. uncertainty

Total energy shift ~25%



Energy scale uncertainty vs. all-particle flux (ii)
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Comparison with other measurements
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Comparison with other measurements
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Energy scale uncertainty vs. all-particle flux (iii)
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Comparison with HiRes and MD 

Comparison of spectral features

Backup - Fitting the combined spectrum - power laws
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Power-law fits made only to characterize spectra

(Sokolsky, TA Collab., PANIC 2011)

Comparison of spectral features

Backup - Fitting the combined spectrum - power laws
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Comparison of spectral features

Backup - Fitting the combined spectrum - power laws

E[eV]
1810 1910 2010

] 2
 e

V
-1

 sr
-1

 y
r

-2
 J(

E)
 [k

m
 3

 E 3710

3810

(E/eV)
10

log
18 18.5 19 19.5 20 20.5

 0.02± = 3.27 
1
!

 0.01±/eV) = 18.61 
ankle

(E
10

log

 0.01± = 2.68 
2
!

 0.02±/eV) =19.41 
break

(E
10

log

 0.1± = 4.2 
3
!

Auger combined

/ndof = 37.8/16 = 2.7)2"Fit (

16 / 11

J(E) ∝ E−γi , i = 1, 2, 3

TA Auger
γ1 3.33 ± 0.04 3.27 ± 0.02
γ2 2.68 ± 0.04 2.68 ± 0.01
γ3 4.2 ± 0.7 4.2 ± 0.1
lg(E1/eV) 18.69 ± 0.03 18.61 ± 0.01
lg(E2/eV) 19.68 ± 0.09 19.41 ± 0.02

✄✂ �✁B. Stokes [TA Coll.], icrc1297
✄✂ �✁F. Salamida [Auger Coll.], icrc893

22

Comparison of spectral features

Backup - Fitting the combined spectrum - power laws
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(Unger, rapporteur talk, ICRC 2011)



Interpretation as GZK suppression
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Recap: features of the GZK effect
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(Cronin, TAUP 2003)
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Fit with protons and homogeneous source distribution
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High Resolution Fly’s Eye Collaboration / Physics Letters B 619 (2005) 271–280 279

9. Fitting the spectrum

The implications of our spectrum measurement can
be explored using a toy model of UHECR. In this
model, there are two types of sources, galactic and ex-
tragalactic. We choose the galactic sources to be con-
sistent with the HiRes/MIA and HiRes stereo compo-
sition measurements [22,23]: we assign the iron com-
ponent of the cosmic ray flux to be galactic [27]. This
assignment is consistent with the expectation that the
highest energy galactic cosmic rays should be those of
the highest charge. The proton component we take to
be extragalactic.
To describe the extragalactic cosmic rays, we as-

sume that all sources have the same power law spec-
trum, and that cosmic rays lose energy in propagat-
ing to the earth by pion and e+e− production from
the CMBR photons, and by the cosmological red shift
[28]. The sources are assumed to be uniformly distrib-
uted and to evolve in density by (1+z)m. Fig. 9 shows
our spectrum result with the best fit superimposed on
it. The fitted values m and of −γ , the spectral slope
of the spectrum at the source, are m = 2.6± 0.4 and
−γ = 2.38± 0.05.

Fig. 9. E3 times the UHECR Flux. Results from the HiRes-I (red
squares) and HiRes-II (black circles) detectors are shown. Also
shown is a fit to a model described in the text. The 1σ upper limits
for two empty bins of each HiRes spectra are also shown.

10. Summary

We have measured the flux of ultrahigh energy cos-
mic rays from 1.6× 1017 eV to over 1020 eV. Our ex-
periment detects atmospheric fluorescence light from
cosmic ray showers and performs a calorimetric mea-
surement of cosmic ray energies. We perform calibra-
tions of our detector and measure the light-scattering
properties of the atmosphere. The total systematic un-
certainty in our spectrum measurement averages 31%.
In our energy range we observe two features in the

UHECR spectrum visible through changes in the spec-
tral power law. We observe the ankle at 3× 1018 eV.
We also have evidence for a suppression at a higher
energies, above 6× 1019 eV.
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TA & HiRes data compatible with light 
composition (independent analyses)

tion of the Xmax width. The uncorrected rms and sample
standard deviations are biased estimators of the width [30]
and tend to be subject to large fluctuations in distributions
with broad tails.

In order to focus attention on the center of the Xmax

distribution and reduce sensitivity to fluctuations in the
tails, the width is quantified as the width !X of a unbinned
likelihood fit to a Gaussian of a distribution truncated at
2! rms. The results of this analysis applied to both the
HiRes data and to QGSJET-II proton and iron Monte Carlo
calculations are shown in Fig. 4. The HiRes Xmax width
data are consistent with the predictions of QGSJET-II pro-
tons. The width of the Xmax distribution of protons within
the QGSJET01 model tends to be about 5 g=cm2 broader
than that of QGSJET-II, while SIBYLL protons are 2–3 g=cm2

narrower than those of QGSJET-II. Both of these shifts are
small compared with statistical uncertainties, particularly
at the highest energies.

In summary, the HiRes data are consistent with a
constant elongation rate of 47:9" 6:0ðstatÞ "
3:2ðsystÞ g=cm2=decade above 1.6 EeV, and thus with an

unchanging composition across the ankle. This places
strong constraints on models in which the ankle is the
result of a transition from heavy galactic to light extraga-
lactic cosmic rays.
Of the hadronic interaction models tested, the best

agreement is with the QGSJET-II pure proton model.
Within current uncertainties, the data are completely con-
sistent with this model, and close to QGSJET01 pure protons.
Comparison with SIBYLL suggests a mixture dominated by
light elements. The observed constant elongation rate
would imply that this mixture is unchanging, or at most
steadily changing over nearly 2 orders of magnitude span-
ning the energy spectrum ankle.
The present analysis, taken together with the HiRes

spectral results [1,3] on the shape and location of the
high-energy cutoff and ankle, suggests the simple picture
in which cosmic rays above 1 EeV are protons of extra-
galactic origin, and the end of the energy spectrum is
shaped by interactions with the cosmic microwave
background.
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FIG. 3. HiRes stereo hXmaxi compared with the predictions for
QGSJET01, QGSJET-II, and SIBYLL protons and iron after full
detector simulation. The number of events in each energy bin
is displayed below the data point.

FIG. 4. Results of fitting HiRes stereo data Xmax distribution to
Gaussian truncated at 2! rms (black points). Superimposed are
expectations based on QGSJET-III proton (squares) and iron
(triangles) Monte Carlo calculations. Monte Carlo points are
shown with small offsets in energy to provide separation.
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week ending
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161101-4

HiRes Collab. PRL 104 (2010) 161101

(Tameda, TA Collab., ICRC 2011)

Note: no direct comparison of 
data with Auger results possible:

•Auger: fiducial volume cuts to 
avoid shower selection bias

•TA: selection bias included in MC 
simulations, not explicitly 
corrected for to increase statistics

•Data still compatible within sys. 
uncertainties



Similar fits using Auger energy spectrum
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The combined Auger energy spectrum
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Parameters and uncertainties of model fits
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Figure 2:

Spectrum of UHECRs multiplied by E3 observed by HiRes I (Abbasi et al. 2009) and Auger

(Abraham et al. 2010b). Overlaid are simulated spectra obtained for different models of the

Galactic to extragalactic transition and different injected chemical compositions and spectral

indices, s, described in Section 2.1 and 4.

trum whose shape supports the long-held notion that sources of UHECRs are extragalactic.

As shown in Figure 2, the crucial spectral feature recently established at the highest ener-

gies is a steep decline in flux above about 30 EeV. This feature is reminiscent of the effect of

interactions between extragalactic cosmic rays and the cosmic background radiation, named

the Greisen-Zatsepin-Kuzmin (GZK) cutoff (Greisen 1966; Zatsepin & Kuzmin 1966). An-

other important feature shown in Figure 2 is the hardening of the spectrum at a few EeV,

called the ankle, which may be caused by the transition from Galactic to extragalactic

cosmic rays or by propagation losses if UHECRs are mostly protons.

As discussed in Section 2, recent reports of a trend toward a heavier composition from

a few EeV up to 40 EeV together with hints of anisotropies in the sky distribution above

60 EeV raise new and unexpected puzzles. An anisotropic sky distribution is expected for

trans-GZK energies (i.e., energies above 60 EeV), if UHECRs are mainly protons, due to

a combination of the GZK effect (which limits trans-GZK observed sources to lie within a

few 100 Mpc), the anisotropic distribution of source bearing galaxies on 100 Mpc scales,

Astrophysics of UHECRs 3

(Kotera & Olinto, 1101.4256) Many free parameters

• cosmological evolution of sources
• nearby source distribution
• magnetic fields (galactic, extra-galactic)
• injection spectrum, max. energy
• mass composition at injection
• contribution from galactic sources

dNinj

dE
∼ E−s

But: deviation well within systematic uncertainty of energy scale of ~20%

Results very insensitive
to model assumptions



Influence of distribution of sources
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Distance to local sources important
(simulations for protons, identical sources)

data of the Yakutsk array [16] and HiRes-MIA [15] support
this mass composition, and Haverah Park data [1] do not
contradict it at E * !1–2" # 1018 eV, the data of Akeno
[17] and Fly’s Eye [5] favor the mixed composition domi-
nated by heavy nuclei.

The observation of the dip should be considered as
independent evidence in favor of proton-dominated pri-
mary composition in the energy range 1# 1018–4#
1019 eV.

D. The second dip

The second dip in the spectrum of extragalactic UHE
protons appears at energy E $ 6:3# 1019 due to interplay
between pair production and photopion production. It is the
direct consequence of energy Eeq2 $ 6:05# 1019 eV,
where energy losses due to e%e&-production and pion-
production become equal (see Fig. 1). This spectrum fea-
ture is explained as follows.

The pion-production energy loss increases with energy
very fast, and at energy slightly below Eeq2

e%e&-production dominates and spectrum can be with
high accuracy described in continuous energy-loss ap-
proximation. At energy slightly higher than Eeq2 the
pion-production dominates and the precise calculation of
spectrum should be performed in the kinetic-equation ap-
proach. In this method the evolution of number of particles
in interval dE is given by two compensating terms, describ-
ing the particle exit and regeneration due to p! collisions.
The small continuous energy losses affect only the exit
term and break this compensation, diminishing the flux.
The exact calculations are given in Appendix D. The
second dip is very narrow and its amplitude at maximum
reaches '10% (see Fig. 24). This feature can be observed
by detectors with very good energy resolution, and it gives
the precise mark for energy calibration of a detector. It can
be observed only marginally by the Auger detector.

IV. ROBUSTNESS OF THE DIP PREDICTION

We calculated the dip for the universal spectrum, i.e. for
the case when distances between sources are small enough,
and the spectrum does not depend on the propagation
mode. In this section we shall study stability of the dip
relative to other possible phenomena, namely, discreteness
in the source distribution, propagation in magnetic fields,
etc. We shall consider also some phenomena related to the
existence of the dip.

A. Discreteness in the source distribution

As it follows from analysis of the small-scale anisotropy
(see [22–26]), the average distance between UHECR
sources is d' 30–50 Mpc [27,28]. Such discreteness af-
fects the spectrum, especially at highest energies, when
energy attenuation length is comparable with d. In this
subsection we demonstrate the stability of the dip relative

to discreteness of the sources. We illustrate the effect of
discreteness by an example of UHE protons propagating
rectilinearly from sources located in the vertices of a 3D
cubic lattice with spacing d. Positions of sources are given
by coordinates x $ id, y $ jd, and z $ kd, where i, j, k $
0;(1;(2 . . . . The observer is assumed at x $ y $ z $ 0
with no source there. The diffuse flux for the power-law
generation spectrum / E

&!g
g is given by summation over

all vertices. The maximum distance is defined by the
maximum redshift zmax. Then the observed flux is given by

 Jp!E" $
!!g & 2"L0d

!4""2
X

i;j;k

Eg!E; zijk"&!g

!i2 % j2 % k2"!1% zijk"
dEg

dE
;

(14)

where L0 $ Lp=d3 is emissivity, zijk is the redshift for a
source with coordinates i, j, k, and factor !1% zijk" takes
into account the time dilation.

The calculated spectra for d $ 1, 5, 10, 20, 40, and
60 Mpc are shown in Fig. 9 in comparison with the
AGASA-Akeno data. In calculations we used Emax $ 1#
1022 eV, m $ 0 (no evolution), zmax $ 4 and !g $ 2:7.
Emissivity L0 is chosen to fit the AGASA data. One can
see that discreteness in the source distribution affects
weakly the dip, but the effect is more noticeable for the
shape of the GZK cutoff.

With d decreasing, the calculated spectra regularly con-
verge to the universal one, as it should be according to
propagation theorem [53]. This theorem ensures also that
the spectra from Fig. 14 are valid for the case of weak
magnetic field when the diffusion length ldiff * d.

B. Dip in the case of diffusive propagation

The dip, seen in the universal spectrum, is also present in
the case of diffusive propagation in magnetic fields [56].
The calculations are performed for diffusion in random

FIG. 9. Proton spectra for rectilinear propagation from discrete
sources. Sources are located in vertices of 3D cubic grid with
spacing d $ 60, 40, 20, 10, 5, and 1 Mpc. The calculations are
performed for zmax $ 4, Emax $ 1# 1022 eV and !g $ 2:7.
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Small scale anisotropy predictions for the Auger Observatory
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Figure 6. Energy spectrum for different source densities compared with Auger
data (open squares). The sources densities are 10−6 Mpc−3 (red upward
triangles); 10−5 Mpc−3 (blue squares), 10−4 Mpc−3 (green downward triangles);
10−3 Mpc−3 (cyan stars); and a continuous distribution of sources (black circles).

density is low, and it becomes correspondingly harder to have a precise measurement of
the shape of the GZK feature in these cases. For source densities between 10−6 Mpc−3

and 10−5 Mpc−3 Auger is expected to become statistics dominated at energies ∼1020.2 eV.
However, at this energy the different predicted spectra already differ from that generated
by a continuous source distribution by about a factor ∼10. The combination of spectra
measurements and anisotropy measurements can play an instrumental role in inferring
hints to the nature of the sources of UHECRs, but in some cases Auger North will be
needed to detect anisotropies within a decade.

3. Conclusions

The imminent completion of the Auger Observatory in Argentina will mark the beginning
of a new era in cosmic ray astrophysics. The combination of a very large ground array
and fluorescence telescopes will provide a detailed measurement of the spectrum at the
highest energies.

One of the main open questions in Cosmic Ray Physics is the presence of a GZK
feature in the spectrum. If this feature is in fact there, it becomes very important to
measure its shape, which can provide information on the number of sources and their
spatial distribution. Independent of the presence or absence of the GZK feature, the
problem of finding an acceleration mechanism and a class of sources that may harbour
the accelerator remains of paramount importance. Auger will most likely determine
whether the spectrum of UHECRs has the GZK suppression or not. In order to study
the acceleration sites, higher statistics data on the arrival direction and composition of
UHECRs will be necessary. The first hints of such a new era of charged particle astronomy
are likely to come from small deviations from isotropic distributions in the first several
years of Auger South operations.

In this paper we made quantitative predictions of the amount of small scale
anisotropies expected in Auger in the next decade for a range of plausible source densities.

Journal of Cosmology and Astroparticle Physics 07 (2006) 015 (stacks.iop.org/JCAP/2006/i=07/a=015) 13

(De Marco, Blasi, Olinto JCAP07, 2006)

(Berezinsky, Gazizov, Grigorieva, PRD74, 2006)

Energy of suppression
almost model-independent



Auger Observatory: composition data

(Auger Collab. PRL 104, 2010, updated: Facal, ICRC 2011)

Change of cosmic ray composition
from mixed or light to heavy ?
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Sys. uncertainty: 13 g/cm2 (mean)
                          6 g/cm2 (RMS)

Independent confirmation from
other composition indicators
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Interpretation of fluctuations less model dependent

Indications of some tension: LHC cross section data
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Figure 2: Results on shower evolution sensitive observ-
ables compared with models prediction. The error bars cor-
respond to the statistical uncertainty. The systematic uncer-
tainty is represented by the shaded bands.

panel, an example of b/a as a function of ln(sec θ) and the
corresponding fit to obtain Θmax is shown for the energy
bin of log(E/eV) = 18.85− 19.00.
Data collected with the surface detector of the Pierre Auger
Observatory from January 2004 to December 2010 have
been used for the Θmax analysis, with a total of 18581
events surviving the following cuts. Events are required
to satisfy the trigger levels described in [9] and to be in
the regime of full array efficiency for all primary species:
E > 3.16 × 1018 eV and θ ≤ 60◦. For selected events,
detectors are used in the analysis if the signal size is above
10 VEM and not saturated and if they have core distances
between 500 m and 2000 m. The measured values ofΘmax

obtained for 6 bins of energy above 3.16 × 1018 eV are

shown in Fig. 2. The systematic uncertainty in the mea-
sured values of Θmax has been evaluated taking into ac-
count its possible sources: reconstruction of the core of the
shower, event selection and risetime vs core distance pa-
rameterisation and amounts to ! 10% of the proton-iron
separation predicted by the models. We note that muon
numbers predicted by EAS simulations differ from those
observed in data [2]. A preliminary study, using a nor-
malization of 1.6 [2], indicates a possible change of about
≤ 5% of the proton-iron difference.
As mentioned above, the shower observables Θmax and
Xmax are expected to be correlated as both are dependent
upon the rate of shower development. The correlation be-
tween Θmax and Xmax shown in Fig. 3 has been obtained
with hybrid data using criteria similar to those adopted
in [4]. In Fig. 3 theΘmax vsXmax correlations found with
Monte Carlo data are also shown for proton and iron pri-
maries, demonstrating that the correlation is independent
of the primary mass.
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Figure 3: Θmax vs Xmax. Black dots correspond to data,
while Monte Carlo results for proton(iron) primary are in-
dicated by red(blue) squares(circles).

2.3 Depth Profile of Muon Production Points

Using the time information of the signals recorded by the
SD it is also possible to obtain information about the longi-
tudinal development of the hadronic component of exten-
sive air showers in an indirect way. In [10] a method is pre-
sented to reconstruct the Muon Production Depth (MPD),
i.e. the depth at which a given muon is produced measured
parallel to the shower axis, using the FADC traces of de-
tectors far from the core. The MPD technique allows us to
convert the time distribution of the signal recorded by the
SD detectors into muon production distances using an ap-
proximate relation between production distance, transverse
distance and time delay with respect the shower front plane.
From the MPDs an observable can be defined, Xµ

max, as
the depth along the shower axis where the number of pro-
duced muons reaches a maximum. This new observable is
a parameter sensitive to the longitudinal shower evolution

11

Asymmetry in rise time of signal in 
surface detectors about shower core

Muon arrival times at large distance from 
shower core

Average depth of shower maximum of 
charged particles

Shower-to-shower fluctuations of depth 
of shower maximum of charged particles

(Garcia-Pinto, Auger Collab., ICRC 2011 & 1107.4804)



Interpretation as GZK suppression
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Superposition of max. injection energy and GZK effect
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Figure 4: Left: 〈Xmax〉 evolution for an extragalactic mixed composition above 1019 eV, for the SFR and uniform
source evolution compared to cosmic-ray data (see legend). Right: Predicted spectrum for a mixed extragalactic

composition (Emax = Z × 1019 eV) decomposed in its elemental components and compared to Auger data.

The case of mixed composition models is illustrated in Fig. 3a. The evolution of 〈Xmax〉 is
relatively steep in the transition region, below Eankle, because the composition evolves rapidly
from the dominantly heavy Galactic component to the light extragalactic mixed composition.
However, the evolution is significantly slower than in the case of pure proton models, because
the transition is wider and the cosmic-ray composition does not turn directly into protons only.
As can be seen on Fig. 3a, an intermediate stage appears, which may be called the mixed-
composition regime, where a break in the evolution of 〈Xmax〉 around Eankle is followed by a
flattening up to ∼ 1019 eV, reflecting the fact that the (propagated) EGCR composition does
not change much in this energy range. This is because among the different EGCR nuclei,
only He nuclei interact strongly with infrared photons at these energies. Between Eankle and
∼ 1019 eV, the evolution of 〈Xmax〉 is actually compatible with what is expected from a constant
composition. Then around 1019 eV, the relative abundance of nuclei heavier than protons starts
to decrease significantly as a result of photo-disintegration processes: the CNO component
starts interacting with the infrared background and the CMB photons eventually cause the He
component to drop off completely (see Fig. 3b). The evolution of 〈Xmax〉 therefore steepens
again, accompanying the progressive evolution towards an almost pure proton composition as
each type of nuclei reaches its effective (mass dependent) photo-disintegration threshold. Even
though slight differences may be expected from one model to the other, the above evolution of
〈Xmax〉(E) in a three steps process is a characteristic prediction of mixed-composition models,
or generically of any type of EGCR sources allowing for the acceleration of a significant fraction
of nuclei heavier than He.

5 Comparison with data and discussion

The high-energy cosmic ray spectrum can be satisfactorily accounted for within either the pure
proton or the mixed composition models (and many other source composition models, see 40).
However, we have shown that the corresponding phenomenology of the GCR/EGCR transition is
very different in each case, which results in distinct shape of 〈Xmax〉 as a function of energy. The
currently available data do not allow one to draw definitive conclusions yet. However, we argued
in30 that the predictions of the mixed-composition models appear to be in better agreement with
the current data from fluorescence detectors. In particular, a good agreement is found with Fly’s
Eye results above 1017.5 eV 41. Concerning the slope of the 〈Xmax〉 evolution in the transition
region (i.e., below the ankle), mixed-composition models typically predict values for the slope of

Maximum injection
energy for protons Emax,p

Maximum injection energy
for iron Emax, Fe = 26 Emax,p

(Allard, 0906.3156)

Natural transition to heavier 
composition at high energy !

Net effect: flux suppression 
stronger than expected 
from GZK effect only

Rigidity-dependent
maximum injection energy



Suppression due to maximum injection energy
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6

Figure 5. Left panel: Comparison of calculated proton spectra with the combined Auger spectrum for
γg = 2.3 and diffusive proton propagation (see text for details). The cutoff at Emax

p = 4 EeV is needed
not to contradict the data at E > 3 EeV. Right panel: Total UHECR spectrum in ’disappointing model’
in comparison with the combined Auger spectrum. Spectrum of protons is taken from the left panel. The
spectrum of nuclei is obtained by subtraction procedure as described in text.

EeV protons detected by Auger can be sec-
ondary, i.e. produced by photo-dissociation of the
primary nuclei. In [18] it is demonstrated that
flux of secondary protons in EeV range is always
smaller than flux of parent primary nuclei, and in
[19] considerably smaller than the sum of primary
and secondary nuclei.

Emax
p is calculated for homogeneous distribu-

tion of the sources, when all modes of propagation
result according to propagation theorem [20] in
the same universal spectrum. In case of diffusive
propagation, for large enough distance between
sources, Emax

p decreases with all results remain-
ing intact.

3. Conclusions

The model we suggested here is aimed to ex-
planation of observational data of the Auger de-
tector only. The observational feature crucial for
the model is the proton composition in energy
range (1 - 3) EeV. There are two main assump-
tions of the model: observed protons are extra-
galactic and they are accelerated by rigidity de-
pendent mechanism with Emax = ZE0, where E0

is the same for all nuclei. The upper limit on

E0 (maximum acceleration energy for protons)
is obtained calculating the proton spectrum at
higher energies using the generation index γg and
normalizing flux at (1 - 3) EeV by Auger data.
Cutoff of the proton spectrum at E0 must pro-
vide absence of contradiction with Auger flux and
mass composition at higher energies. The calcula-
tions are performed for homogeneous distribution
of sources without assumption of their cosmolog-
ical evolution, with maximum redshift zmax = 4
and for the wide range of γg from 2.0 to 2.8. The
obtained upper limit on E0 is (4 - 10) EeV. The
maximum predicted energy corresponds to Iron
and equals to (100 - 300) EeV. The maximum
energy per nucleon is only (2 - 5) EeV, and photo-
pion processes on CMB radiation are practically
absent. Therefore, the GZK cutoff and produc-
tion of cosmogenic neutrinos are absent, too. The
cutoff of the spectrum is provided by photodisin-
tegration and is strengthened by acceleration cut-
off.

The rigidity-dependent Emax provides energy-
dependent mass composition: at energy higher
than ZE0 the nuclei with Z disappear, while more
heavier (with larger Z) survive. It agrees qualita-
tively with Auger observations. This feature dis-

Flux suppression due 
mainly to upper end of 
injection spectrum

(Galactic sources:
Calvez et al. Phys. Rev. Lett. 105, 2010)

Maximum injection
energy for protons Emax,p

Maximum injection energy
for iron Emax, Fe = 26 Emax,p

Suppression energy: free 
parameter of the model

Text

(Aloisio et al., Astropart. Phys. 34, 2011)



Ultra High Energy Cosmic Rays - Accelerators

! need ILC (35 MV/m)

L= diameter of Saturn orbit

! alternatively built LHC around

Mercury orbit

! astrophysical shock

acceleration less efficient...

Recap: maximum injection energy

22

Need accelerator of size of Mercury´s orbit
to reach 1020 eV with LHC technology

Hillas plot (1984)

Realistic constraints more severe

• small acceleration efficiency
• synchrotron & adiabatic losses
• interactions in source region

Iron



Limits on acceleration efficiency

Acceleration time scale

M. Hillas, 1984:

tA ∼ ηrg/β2

Synchrotron energy loss

ts ∼ 1.4yr×
�

1020eV
E

��
µG
B

�2 �
A
Z

�4

Interaction with
local radiation fields

Heavy nuclei can be accelerated more easily

23



Studying hadronic interaction models
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Hybrid events used for 
calibration of surface 

detector
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Discrepancy between data and simulated showers

26(Pierre Auger Collab.  1107.4804)

J. ALLEN et al. INTERPRETATION OF AUGER OBSERVATORY SURFACE DETECTOR SIGNAL
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N |FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the
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Auger Observatory

Procedure

• High-quality showers E ~1019 eV

• Proton or iron primaries

• surface detector simulation for
best longitudinal profiles

Results

• Signal deficit found for both
proton and iron like showers

• Showers with same Xmax show
only 10-15% variation

• Discrepancy much larger than 22% energy
calibration uncertainty

Monte Carlo simulations cannot be used for
energy calibration (reason for AGASA excess?)



Comparison to proton showers
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27% renormalization

TA (Stokes, ICRC 2011)

!"#$%&%$#'#()"*)+*#,$*-(."'/-*&%)012$0*34*-,)5$%-*+%)6*2)-6(2*
%'4-*)+*7879 $: )3-$%;$0*("*#,$*-1%+'2$*0$#$2#)%-*)+*#,$*<($%%$*

=1.$%*>3-$%;'#)%4
!"##$%&&"'$()*$+,-$./-**-$%01-*$2)3345)*4+/)6

!"#$%&'($)*+,"'-+./0$1$23-4+*5.&*$6738"0$!"#$%&'(0$!%0$9:::;0$)<=
>?-"',3.&'+& 6+"''"$=@5"'0$=,A$<3*$B3'.+*$!&'."$;:10$CD9;$B373'5E"0$='5"*.+*3 7"$89:

;/<034+/)6$)($=6>/?/>043$7@5*/>$"?-6+A

7@5*/>$-?-6+A$<-4A0*-$5)+,$+,-$3)61/+0>/643$

>-?-3)B<-6+$46>$1*)06>$B4*+/C3-$

>/A+*/50+/)6A9

D-$4++-<B+->$+)$A/<03+46-)0A3@$<4+C,$

3)61/+0>/643$B*)(/3-$46>$34+-*43$>/A+*/50+/)6$

(06C+/)6$)($,06>*->A$)($<-4A0*->$-?-6+A$E/+,$

A/<034+->$-?-6+A9

F,-$1*)06>$A/1643$/6$A/<034+->$-?-6+A$/A$

A@A+-<4+/C433@$5-3)E$+,4+$)5A-*?->9

F,-$>/AC*-B46C@$1*)EA$E/+,$G-6/+,$4613-H$

A011-A+/61$4$6-->$()*$<)*-$<0)6A$/6$+,-$

A/<034+/)6A9

=$7&*5+.@F+*37$G'&H+7"$&H$3$I"3-@'"F$","*.$3*F$
I3.84+*5$-+I@73.+&*-A

=$8&IG3'+-&*$&H$.4"$5'&@*F$-+5*37-$H&'$.4"$","*.$
-4&#*$&*$.4"$7"H.A$

J4"$F+-8'"G3*8/$?".#""*$.4"$.&.37$5'&@*F$-+5*37$$3.$
9:::$I$?".#""*$.4"$-+I@73.+&*-$3*F$F3.3A

I-AC43/61$)($;/<034+->$;/1643A

JA/61$+,-$,@5*/>$-?-6+AH$E-$C46$*-AC43-$+,-$

A/<034+->$A/1643$C)<B)6-6+A$+)$<4+C,$+,-$>4+49

FE)$*-AC43/61$(4C+)*A$E-*-$0A->

K ' HI-AC /6C*-4A-A$,4>*)6/C433@ B*)>0C->$<0)6A

K "I-AC /6C*-4A-A$+,-$+)+43$1*)06>$A/1643

F,-$C)**-C+->$A/1643$/6$+,-$A/<034+/)6A$/A

I-AC43/61$(4C+)*A$E-*-$-A+/<4+->$5@$<4L/61$4$

<4M/<0<$3/L-3/,))>$(/+$5-+E--6$+,-$C)**-C+->$

A/1643A$/6$+,-$A/<034+/)6A$46>$+,-$)5A-*?->$

A/1643$/6$-4C,$-?-6+9
J4"$&*"$-+5I3$8&*.&@'$&H$! 0K"-8 3*F$LK"-8A$

N-+,)>A$)($N-4A0*/61$+,-$'0<5-*$)($N0)6A

?1/#(;'%('#$*?$#,)0

N0)6A$3-4?-$>/A+/6C+$A/1643A$/6$+,-$#%O2$+*4C-A$

)($+,-$A0*(4C-$>-+-C+)*A9

K ;/613-$<0)6A$C46$B*)>0C-$4$*4B/>$*/A-$/6$A/1643

K N0)6A$+-6>$+)$4**/?-$<)*-$B*)<B+3@$+,46$"N

!0<BA$/6$+,-$#%O2$+*4C-$C46$<-4A0*-$+,-$

60<5-*$)($<0)6A$P8Q9

N03+/?4*/4+-$<-+,)>$/<B*)?-A$R0<B$C)06+/61$5@$

/6C)*B)*4+/61$<46@$#%O2$)5A-*?453-A9

K I/A-$+/<-

K %A@<<-+*@$/6$+,-$:$.NF$#%O2$+*4C-A

K '0<5-*$)($46>$A/1643$/6$R0<BA$)($<46@$A/G-A

K N46@$<)*-S$8TU$/6$+)+43

%$6-0*43$6-+E)*L$E4A$+*4/6->$E/+,$A/<034+->$

-?-6+A$+)$B*->/C+$60<5-*$)($<0)6A$(*)<$

)5A-*?453-A$PVQ9

F,-$<0)6/C$&O#$E4A$*-C)6A+*0C+->$0A/61$+,-$

-A+/<4+->$60<5-*$)($<0)6A$/6$-4C,$A0*(4C-$

>-+-C+)*9

@"(;$%-'/*A,)5$%*<%)&$%#4

F,-$*4+/)$)($+,-$<0)6/C$46>$"N$A/1643$4+$8UUU$<$

(*)<$+,-$A,)E-*$4M/A$/A$4$06/?-*A43$B*)B-*+@$)($

4/*$A,)E-*A$/6$433$C0**-6+$A/<034+/)6A$P:Q9

; W;"N C46$5-$-MB*-AA->$4A$4$(06C+/)6$)63@$)($+,-$

?-*+/C43$>-B+,$)($A,)E-*$<4M/<0<9

%+$34*1-$G-6/+,$4613-AH$+,/A$B4*4<-+-*/G4+/)6$C46$

5-$0A->$+)$C43C034+-$+,-$<0)6/C$A/1643H$E/+,$

A<433$>-B-6>-6C-$)6$,4>*)6/C$<)>-3$PXHYQ9

N0)6/C$A/1643$/A$AB/L@

"N$A/1643$/A$A<))+,

LM3IG7"$&H$3$-+I@73."F$N=OP$.'38"$+*$3$-@'H38"$F"."8.&'A

LM3IG7"$&H$3$'"8&*-.'@8."F$I@&*+8$QON$+*$3$-+I@73."F$
","*.A$

J4"$'"73.+&*$-4+G$?".#""*$; W;"N 3*F$.4"$,"'.+837$F"G.4$
&H$-4&#"'$I3M+I@I$H&'$-+I@73.+&*-A

P8Q$%9$24A+-33/64H$()*$+,-$./-**-$%01-*$2)3345)*4+/)6H$.*)C9$ Z)>ZGH$.)346>H$VUU[9

PVQ$=9$'456-@S$VUUVH$'-+345S$%31)*/+,<A$()*$.4++-*6I-C)16/+/)6H$;B*/61-*9

P:Q$%9$\0A,L)? -+$439H$.,@A9$I-?9$OH$VU8UH$B7C*DE88FG
PXQ$O9$ -+$439H$B4B-*$U][XH$+,-A-$B*)C-->/61A9

PYQ$%9$\0A,L)? -+$439H$B4B-*$U]^TH$+,-A-$B*)C-->/61A9

P]Q$;9$_A+4BC,-6L)H$'0C39$.,@A9$.*)C9$;0BB39H$VUU]H$7H7C*8X:9
PTQ$I9$J3*/C,H$I9$"61-3H$N9$J61-*H$.,@A9$I-?9$OH$VU88H$BEC*UYXUV]9
P^Q$F9$./-*)1H$`9$D-*6-*H$.,@A9$I-?9$&-++9H$VUU^H$787C*8T88U89

%3A)$A--$B)A+-*$5@$a)6G43)$I)>*b10-G /6$7"$89:$()*$*-A03+A$

0A/61$/6C3/6->$A,)E-*A

;0<<4*@$46>$I-A03+A$()*$+,-$'0<5-*$)($N0)6A

J4"$*@I?"'$&H$I@&*-0$'"73.+,"$.&$-+I@73.+&*-$@-+*5$RS<TLJ$UUA

O/*-C+$<-4A0*-A$46>$A/1643$*-AC43/61$4*-$6)+$>/*-C+3@$C)<B4*453-9

K ;/1643$*-AC43/61$)63@$/6C*-4A-A$A/1643$(*)<$,4>*)6/C433@ B*)>0C->$<0)6A

K ;/1643$*-AC43/61$4AA0<-A$+,-$4++-604+/)6$46>$-6-*1@$>/A+*/50+/)6$)($ca;!"F$==

O/*-C+$<-4A0*-A$A,)E$4$B)+-6+/43$G-6/+,$>-B-6>-6C-$+)$+,-$>/AC*-B46C@$5-+E--6$)5A-*?4+/)6A$

46>$A/<034+/)6A9$F,-$A/<034+/)6A$<4@$5-$/6C)**-C+3@$-A+/<4+/61$+,-$-6-*1@$>/A+*/50+/)6$)($<0)6A$

4+$8UUU$<$/6$4>>/+/)6$+)$+,-$+)+43$60<5-*9

N03+/?4*/4+-

N-+,)>

J6/?-*A43/+@

.*)B-*+@

;/1643$I-AC43/61

;/<034+/)6A$)($4/*$A,)E-*A$0A/61$ca;!"F$==$P]Q E/+,$B*)+)6$B*/<4*/-A$A/16/(/C46+3@$06>-*-A+/<4+-$

+,-$60<5-*$)($<0)6A$/6$A,)E-*A$E/+,$-6-*1/-A$6-4*$8U$"-d9

F,/A$>/AC*-B46C@$C)03>$5-$C40A->$5@$/6C)**-C+$-6-*1@$4AA/16<-6+$46>W)*$A,)*+C)</61A$/6$+,-$

A/<034+/)6$)($,4>*)6/C$46>$<0)6/C$A,)E-*$C)<B)6-6+A9

K F,-$A@A+-<4+/C$06C-*+4/6+@$/6$+,-$-6-*1@$4AA/16<-6+$/A$VVe

K J6C-*+4/6+@$/6$B*)B-*+/-A$)($,4>*)6/C$/6+-*4C+/)6A$4+$-6-*1/-A$06+-A+->$/6$4CC-3-*4+)*A$PTH^Q

F,-$*-A03+A$)($+,-$<-4A0*-<-6+A$4*-$1/?-6$*-34+/?-$+)$$+,-$60<5-*$)($<0)6A$B*->/C+->$/6$

A/<034+/)6A$0A/61$ca;!"F$==$E/+,$B*)+)6$B*/<4*/-A9

Auger (Allen, ICRC 2011)

No angular dependence (Θ < 40°), as 
would be expected for thin scintillators

Angular dependence: predicted number 
of muons smaller than measured one 

QGSJET II.03 as reference model, proton-induced showers

Discrepancy between simulation and data not understood,
possibly related to antibaryon production (need LHC data)

(Pierog & Werner, PRL 101 (2008) 17110)



Systematic uncertainty of fluorescence energy scale
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HiRes mono spectra 2008Photon calibration 10 %
Fluorescence yield 6 %
Missing energy correction 5 %
Aerosol concentration 5 %
Mean energy loss estimate 10 %
Total quad. sum 17 %

Energy Scale Uncertainties
Auger

✞✝ ☎✆R. Pesce, icrc1160

calibration 9.5%
reconstruction 10%
atmospheric 8%
fluorescence yield∗ 14%
invisible energy† 4%
tot. quad. sum 22%

Telescope Array
✞✝ ☎✆D. Ikeda, icrc1264

calibration 10%
reconstruction 10%
atmospheric 11%
fluorescence yield∗∗

11%
invisible energy††

tot. quad. sum 21%

total syst. of energy scale difference

σsys(EAuger − ETA) = 30%

without fluorescence yield:

σsys(EAuger − ETA) = 24%
∗yield: Nagano, spectrum: AIRFLY ∗∗yield: Kakimoto, spectrum: Bunner †QGSJet mixed ††QGSJet proton
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without fluorescence yield:

σsys(EAuger − ETA) = 24%
∗yield: Nagano, spectrum: AIRFLY ∗∗yield: Kakimoto, spectrum: Bunner †QGSJet mixed ††QGSJet proton
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(Unger, ICRC 2011)



Systematic uncertainty of fluorescence energy scale

29

Uncertainty of the energy scale

FD determines energy scale (cross calibration of SD)

Contributions to the uncertainty of the FD energy reconstruction

Uncertainty (%) Source

14 Absolute fluorescence yield

10 Reconstruction of the longitudinal shower profile

9 Absolute calibration of the fluorescence telescopes

7 Aerosol optical depth

5 Water vapour quenching

4 Invisible energy

3 Wavelength dependent response

1 Molecular optical depth

1 Multiple scattering models

22 Total

F. Werner – Calibrating the Auger FD Using a Flying Light Source 26. October 2010 5 of 43

Auger Observatory 2009/2010

HiRes mono spectra 2008Photon calibration 10 %
Fluorescence yield 6 %
Missing energy correction 5 %
Aerosol concentration 5 %
Mean energy loss estimate 10 %
Total 17 %



Other sources of information
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GZK effect: anisotropy expected for light elements

GZK effect: source region for E > 6x1019 eV
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Correlation of arrival directions with AGNs

32

20 out of 27, ~70% correlation, 21% expected

Active Galactic Nucleus (AGN)
(Veron-Cetty & Veron catalog)

  Anisotropy only for source distances up to GZK sphere (as one would expect)
  Small deflection angle indicates presence of light elements (protons?)

UHE Correlation with AGNs within GZK-sphere?

VCV catalogue, E> 57 EeV, z<0.018, distance < 3.1 deg.

Auger

28 out of 84 correlate

TA

8 out of 20 correlate

48

(Science 318, 2007)

Auger Observatory (2007) Telescope Array (2011)

Arrival direction
of cosmic ray

8 out of 20 events correlated,
no stat. significant correlation found

Arrival direction
of cosmic rayScan: 12 out of 15,

prescription

E > 5.5 x 1019 eV
D < 75 Mpc



Current status of correlation with AGNs
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UHE Correlation with AGNs within GZK-sphere?

VCV catalogue, E> 57 EeV, z<0.018, distance < 3.1 deg.

Differential Auger Signal
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50

Science publication: 9/13 events ~69% correlated, expectation for isotropy 21%

June 2011: 28 out of 84 correlated
estimate now 33 ± 5% (P = 0.006)

Differential estimate
every 10 events

Binominal Correlation of event energy > 57EeV, 
 with Veron AGN 12th. Zmax=0.018, within 3.1deg. 

Expectation comes from Auger 69% (=9/13) 
which is converted to northern sky 73%. 
The background chance probability is 25% 

Binominal Correlation of event energy > 57EeV, 
 with Veron AGN 12th. Zmax=0.018, within 3.1deg. 

Expectation comes from Auger 69% (=9/13) 
which is converted to northern sky 73%. 
The background chance probability is 25% 

Telescope Array (2011)

Auger Observatory (2011)

25%

73%



Neutrino and gamma-ray limits
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FIG. 1: Left panel: Two models of extra-galactic CRs assuming a homogenous distribution of protons (red line) and iron
(blue line) between zmin = 0.001 (4 Mpc) and zmax = 2. For the proton sources we use an injection spectrum with γ = 2.3,
Emin = 1018 eV, Emax = 1020.5 eV and assume strong source evolution with n = 5. The extra-galactic iron sources assume an
injection spectrum with γ = 2.3, Emin = 1018 eV, Emax = 26×1020.5 eV no evolution n = 0. Right panel: The corresponding
spectra of cosmogenic γ-rays (dashed lines) and neutrinos (dotted line) for the two models. The diffuse γ-ray spectrum of the
proton model is marginally consistent with the diffuse extra-galactic spectrum inferred by Fermi-LAT [51] and the diffuse upper
limit on cosmogenic neutrinos from the 40-string configuration (IC40) of IceCube [55]. The cosmogenic γ-ray and neutrino
spectra of the iron model are two orders of magnitude below the proton model predictions.

source fluxes associated with these CR sources. We will assume that the emission rate of CR sources is fixed and that

their number density evolves with redshift.

In the following we are going to consider two models of extra-galactic CR sources, that have been considered

previously in fitting the UHE CR data [12, 31]. The first model consists of CR proton sources with a strong evolution

(n = 5) with a relatively low crossover below the ankle. For the injection spectrum we use the power index γ = 2.3
and assume exponential cutoffs at Emin = 10

18
eV and Emax = 10

20.5
eV (see Eq. (4)). The spectrum of protons after

propagation through the CRB is shown as a red line in the left panel of Fig. 1. The second model assumes a pure

injection of iron with the same spectral index γ = 2.3 but no evolution of the sources (n = 0). We assume the same

exponential cutoff at low energies as in the case of the proton model, Emin = 10
18

eV, and a high energy cutoff at

Emax = 26 × 10
20.5

eV, motivated by the rigidity dependence of the maximal energy of CR accelerators, Emax ∝ Z.

The total spectrum of primary iron and secondary nuclei produced via photo-disintegration is shown as the blue line

in the left panel of Fig. 1.

Both models reproduce the UHE CR data above the ankle reasonably well. The deficit below the ankle is assumed

to be supplemented by a galactic contribution. Note that the crossover with the galactic component is higher for

the all-iron model than for the all-proton model. The fit of the model spectra to the CR data sets the absolute

normalization of the CR emission rate. This can be expressed as the required bolometric power density per CR

source, which depends on the local density of source, H0. For both models we find a value of

L ≡
�

dE EQ(E) � 10
42

�
H0

10−5 Mpc
−3

�−1

erg s
−1 . (6)

III. ELECTROMAGNETIC CASCADES FROM HEAVY NUCLEI

The production and interaction of cosmogenic electrons, positrons and γ-rays are governed by a set of Boltzmann

equations analogous to Eqs. (3). Electromagnetic interactions of photons and leptons with the CRB can happen on

time-scales much shorter than their production rates [32]. The driving processes of the electromagnetic cascade in

the cosmic background photons are inverse Compton scattering (ICS) with CMB photons, e± + γbgr → e± + γ, and
pair production (PP) with CMB and CIB radiation, γ + γbgr → e+ + e− [22, 33]. In particular, the spectral energy

distribution of multi-TeV γ-rays depends on the CIB background at low redshift. For our calculation we use the

estimate of Franceschini et al. [25]. We have little direct knowledge of the cosmic radio background. A theoretical

estimate has been made [34] of the intensity down to kHz frequencies, based on the observed luminosity function and

FIG. 1: Left panel: Two models of extragalactic CRs assuming a homogenous distribution of protons (red line) and iron (blue
line) between zmin = 0 and zmax = 2. For the proton sources we use an injection spectrum with γ = 2.3, Emin = 1018 eV,
Emax = 1020.5 eV and assume strong source evolution with n = 5. The extragalactic iron sources assume an injection spectrum
with γ = 2.3, Emin = 1018 eV, Emax = 26 × 1020.5 eV no evolution n = 0. Right panel: The corresponding spectra of
cosmogenic γ-rays (dashed lines) and neutrinos (dotted line) for the two models. The diffuse γ-ray spectrum of the proton
model is marginally consistent with the diffuse extragalactic spectrum inferred by Fermi-LAT [44] and the diffuse upper limit
on cosmogenic neutrinos from the 40-string configuration (IC40) of IceCube [47]. The cosmogenic γ-ray and neutrino spectra
of the iron model are two orders of magnitude below the proton model predictions.

(n = 5) with a relatively low crossover below the ankle. For the injection spectrum we use the power index γ = 2.3
and assume exponential cutoffs at Emin = 10

18
eV and Emax = 10

20.5
eV (see Eq. (4)). The spectrum of protons after

propagation through the CRB is shown as a red line in the left panel of Fig. 1. The second model assumes a pure

injection of iron with the same spectral index γ = 2.3 but no evolution of the sources (n = 0). We assume the same

exponential cutoff at low energies as in the case of the proton model, Emin = 10
18

eV, and a high energy cutoff at

Emax = 26 × 10
20.5

eV, motivated by the rigidity dependence of the maximal energy of CR accelerators, Emax ∝ Z.

The total spectrum of primary iron and secondary nuclei produced via photo-disintegration is shown as the blue line

in the left panel of Fig. 1.

Both models reproduce the UHE CR data above the ankle reasonably well. The deficit below the ankle is assumed

to be supplemented by a galactic contribution. Note that the crossover with the galactic component is higher for

the all-iron model than for the all-proton model. The fit of the model spectra to the CR data sets the absolute

normalization of the CR emission rate. This can be expressed as the required bolometric power density per CR

source, which depends on the local density of source, H0. For both models we find a value of

L ≡
�

dE EQ(E) � 10
42
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erg s
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III. ELECTROMAGNETIC CASCADES FROM HEAVY NUCLEI

The evolution of cosmogenic electrons, positrons and γ-rays is governed by a set of Boltzmann equations analogous to

Eqs. (3). Electromagnetic interactions of photons and leptons with the CRB can happen on time-scales much shorter

than their production rates [29]. The driving processes of the electromagnetic cascade in the cosmic background

photons are inverse Compton scattering (ICS) with CMB photons, e± + γbgr → e± + γ, and pair production (PP)

with CMB and CIB radiation, γ+γbgr → e++e− [19, 30]. In particular, the spectral energy distribution of multi-TeV

γ-rays depends on the CIB background at low redshift. For our calculation we use the estimate of Franceschini et
al. [22]. We have little direct knowledge of the cosmic radio background. A theoretical estimate has been made by

Protheroe & Biermann [31] of the intensity down to kHz frequencies, based on the observed luminosity function and

radio spectra of normal galaxies and radio galaxies although there are large uncertainties in the assumed evolution.

The calculated values are about a factor of ∼ 2 above the measurements and to ensure maximal energy transfer in

the cascade we will adopt this estimate and assume the same redshift scaling as the CIB. However, the γ-ray cascade

below TeV does not significantly depend on the exact value of this contribution. A summary of the CRB used in this

calculation can be found in Fig. A.6 of Ref. [32].

Secondary neutrinos and 
gamma-rays due only to 
propagation 

(Ahlers, Salvado: 1105.5113)

Gamma-rays Neutrinos

Generic argument:
Waxman-Bahcall limit

IceCube: no neutrinos found for

• diffuse flux, factor 2 below 
Waxmann-Bahcall limit (1104.5187)

• GRB correlated flux (TeVPA)

IceCube IC40
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Mumbai, 8/26/2011 Lepton-
Photon 2011

Tom Gaisser
36

Generic model I
• CR acceleration occurs in jets 

– AGN or GRB
• Abundant target material

– Most models assume photo-production:
•  p + γ  Δ+  p + π0  p + γ γ
•  p + γ  Δ+  n + π+  n + µ + ν

• Ideal case ( ~ “Waxman-Bahcall limit”)
– Strong magnetic fields retain protons in jets
– Neutrons escape, decay to protons & become UHECR
– Extra-galactic cosmic rays observed as protons
– Energy content in neutrinos ≈ energy in UHECR

• This picture disfavored as limits go below W-B

http://www.ucd.ie/math-phy
/rieger/science.gif

Waxman, Bahcall, PRD 59,
023002 (1998).  Also
TKG astro-ph/9707283v1  

http://www.ucd.ie/math-phy
http://www.ucd.ie/math-phy


Calorimetric vs. total shower energy
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comparing the data points with the iron and proton esti-
mates given by the two models. This procedure will be
described in more detail in the following section.

Since the mean Xmax values for pure proton showers are
larger in the case of SIBYLL, we had to re-calculate the
proton fraction that corresponds to the data points and
adjust the input composition to contain a larger fraction

of iron showers. The difference in the proton fractions used
as input to the MC for the two models are shown in Fig. 5.
The Xmax distributions of reconstructed MC events that
passed all our quality requirements are shown in Fig. 6
for the two models. The close agreement of the distribu-
tions for the QGSJet and SIBYLL simulations demon-
strates that we place simulated showers at the same
distribution of atmospheric depths for either model.

In both cases, we determine the ‘‘missing energy’’ from a
comparison of the total shower energy to the integral of the
shower profile that has been multiplied by the mean ioniza-
tion loss rate. Instead of applying an average correction for
proton and iron showers, we determine the correction for
the fraction of simulated proton and iron showers that
were accepted in our detector response simulation and suc-
cessfully reconstructed.

Using the same analysis procedure for each of the two
hadronic interaction models, we did not find any significant
differences in our extensive set of comparisons between dis-
tributions of data and simulated events with the two MC
sets. Fig. 7 shows the ratio of the apertures that result from
simulations using the QGSJet and SIBYLL libraries of air
showers. No smoothing algorithms have been applied to
the calculated acceptances. The same random number
seeds were used for the two MC sets to reduce statistical
fluctuations. Both the normalization, which is consistent
with 1, and the zero slope of the fit to this ratio show that
the effect is negligible compared to the statistical uncertain-
ties in our data-set. We thus find that if we apply our pro-
cedure to estimate the detector aperture in a consistent
way, the result does not depend on the chosen hadronic
interaction model. This is important since the models are
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Fig. 4. Estimates of ionization energy fraction derived from shower
profiles. The ratio of ionization energy to total energy is shown for proton
(upper points, in magenta) and iron primaries (lower points, in black)
versus the logarithm of the total energy. The squares are results from
simulations with SIBYLL, the circles correspond to QGSJet. (For
interpretation of the references in colour in this figure legend, the reader
is referred to the web version of this article.)
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Fig. 5. Proton fractions used for the MC input composition for QGSJet
and SIBYLL.

QGSJet

SIBYLL

  28.46    /    23
A0   1.134  0.1120
A1 -0.2169E-03  0.1641E-03

Xmax in g/cm2

ra
ti

o 
 Q

G
SJ

et
 / 

SI
B

Y
L

L
# 

of
 e

ve
nt

s
0

200

400

600

800

1000

0 200 400 600 800 1000 1200 1400

0
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

0 200 400 600 800 1000 1200 1400

Fig. 6. The top panel shows the MC distributions of reconstructed Xmax

using QGSJet (squares) and SIBYLL (triangles). The two distributions
have been normalized to cover the same area. The bottom panel shows the
ratio of the two distributions shown in the top panel.

R.U. Abbasi et al. / Astroparticle Physics 27 (2007) 370–381 375
(HiRes, APP 27 (2007) 370)

Auger reconstruction:
• energy correction for QGSJET 01
• mean of p and Fe
• Barbosa et al.  APP 22 (2004) 159



Energy deposit vs. shower size (i)
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Shower size is not
well defined quantity

Ecal = αeff

�
Nch(X) dX

(Risse & Heck, APP 20 (2004) 661)



Energy deposit vs. shower size (ii)
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Conversion from energy deposit to particle 
number for fixed low-energy threshold

Shower universality:
      energy and particle independent function



Mean depth of shower maximum (composition?)
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Use of a point light source

Advantages:

Probe the point spread function in different parts of the FOV

→ Verification of telescope optics and its simulation

Calibration on sub-pixel scale (inhomogeneity of a pixel)

Disadvantage:

Not feasible to calibrate all pixels of all telescopes

F. Werner – Calibrating the Auger FD Using a Flying Light Source 26. October 2010 8 of 43

Proposal: cross-calibration of Auger and TA

41

The Octocopter
1

Electronically stabilised

2.5 kg without payload

Payloads up to ∼1 kg

Powered by LiPo battery (4S)

20 min flight time

40 km/h rising speed

1
Available as assembly kit at
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Add-ons for the Octocopter

Pressure sensor:
Altitude stabilisation

Controlled ascent and descent

Bi-directional radio link (868 MHz):
Receive diagnostic information (voltage, bus errors, . . . )
Configure and send instructions during flight

GPS receiver and 3d compass:
Stabilisation of position (± 2 m) and orientation (± )
2d waypoint flight → program to fly along a path

Extension port:
Hardware schematics and source code are open

→ Connect your own extension

F. Werner – Calibrating the Auger FD Using a Flying Light Source 26. October 2010 13 of 43

(Diploma theses Maria Radosz, Julia Parrisius, Felix Werner)



Calibrated and stabilized light source

42

Design of the light source
Homogeneity due to:

12 UV-LEDs with silicone lenses

Dodecahedron (ABS) as body

Tyvek coating of body

∅ cm diffuser (polystyrene)
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→ Final weight: 150 g

F. Werner – Calibrating the Auger FD Using a Flying Light Source

26. October 2010
18 of 43

Requirements on the light source
From telescope:

Emission spectrum in UV
Defined µs light pulses
Configurable intensity
Synchronisation with GPS PPS

From Octocopter:
Homogeneous within ± 20°
Small
Light (�1 kg)

→ Optimisation of previous design2 for dimensions and weight
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2See diploma thesis of J. Parrisius (2009)
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5.3 Absolute Calibration of the Light Source

Table 5.3. Pulse energies of the light source and their statistical uncertainties.

Pulse Length Amplitude 0 Amplitude 1 Amplitude 2

8 µs 0.52 µJ ± 1.3 % 0.80 µJ ± 0.8 % 1.37 µJ ± 0.5 %
16 µs 1.07 µJ ± 0.6 % 1.60 µJ ± 0.4 % 2.69 µJ ± 0.2 %
64 µs 4.26 µJ ± 0.2 % 6.36 µJ ± 0.1 % 10.79 µJ ± 0.1 %

Table 5.4. Contributions to the systematic uncertainties of the pulse energies of the light source.

Uncertainty (%) Source

2.0 Reflections and geometry
2.0 Inaccuracy of electrometer
1.5 Responsivity and active area of photodiode (from NIST)
1.0 Intensity stability of the light source

3.4 Total

31


