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Table 1: SM Higgs partial widths and their relative parametric (PU) and theoretical (THU) uncertainties for a
selection of Higgs masses. For PU, all the single contributions are shown. For these four columns, the upper
percentage value (with its sign) refers to the positive variation of the parameter, while the lower one refers to the
negative variation of the parameter.

Channel MH [GeV] Γ [MeV] ∆αs ∆mb ∆mc ∆mt THU
122 2.30 −2.3%

+2.3%
+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

H → bb 126 2.36 −2.3%
+2.3%

+3.3%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

130 2.42 −2.4%
+2.3%

+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

122 2.51·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → τ+τ− 126 2.59·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

130 2.67·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 8.71·10−4 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

H → µ+µ− 126 8.99·10−4 +0.0%
+0.0%

+0.0%
−0.0%

−0.1%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

130 9.27·10−4 +0.1%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.0%

+2.0%
−2.0%

122 1.16·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → cc 126 1.19·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.1%

+0.0%
−0.1%

+2.0%
−2.0%

130 1.22·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.3%
−6.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 3.25·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

H → gg 126 3.57·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

130 3.91·10−1 +4.2%
−4.1%

−0.1%
−0.2%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

122 8.37·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

H → γγ 126 9.59·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

130 1.10·10−2 +0.1%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

122 4.74·10−3 +0.0%
−0.1%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+5.0%
−5.0%

H → Zγ 126 6.84·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+0.0%
−0.1%

+5.0%
−5.0%

130 9.55·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+5.0%
−5.0%

122 6.25·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → WW 126 9.73·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.49 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

122 7.30·10−2 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → ZZ 126 1.22·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.95·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

proximation which relies on factorizing the Higgs decays into a decay to vector bosons H →WW/ZZ,
where the vector bosons have definite momenta, and successive vector-boson decays W/Z → 2f . In
contrast, they are included in PROPHECY4F which is based on the full H → 4f matrix elements includ-
ing all interferences between different Feynman diagrams. To anticipate the results of this section, NLO
corrections become important at the level of 5% accuracy, while the (LO) interference effects can distort
distributions by more than 10%.

To be specific, we exemplarily analyze the following differential distributions for a Higgs decay
with four charged leptons in the final state, for which the Higgs-boson rest frame is assumed to be
reconstructed:

– In the Higgs-boson rest frame, we investigate cos θf−f− , where θf−f− is the angle between the two
negatively charged leptons. This angle is unambiguously defined in any of the final states H→ 4e,
H→ 4µ, and H→ 2µ2e so that interference effects can be easily studied.
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56.1%

6.2%
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8.5%
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0.16%
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Table 1: SM Higgs partial widths and their relative parametric (PU) and theoretical (THU) uncertainties for a
selection of Higgs masses. For PU, all the single contributions are shown. For these four columns, the upper
percentage value (with its sign) refers to the positive variation of the parameter, while the lower one refers to the
negative variation of the parameter.

Channel MH [GeV] Γ [MeV] ∆αs ∆mb ∆mc ∆mt THU
122 2.30 −2.3%

+2.3%
+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

H → bb 126 2.36 −2.3%
+2.3%

+3.3%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

130 2.42 −2.4%
+2.3%

+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

122 2.51·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → τ+τ− 126 2.59·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

130 2.67·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 8.71·10−4 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

H → µ+µ− 126 8.99·10−4 +0.0%
+0.0%

+0.0%
−0.0%

−0.1%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

130 9.27·10−4 +0.1%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.0%

+2.0%
−2.0%

122 1.16·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → cc 126 1.19·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.1%

+0.0%
−0.1%

+2.0%
−2.0%

130 1.22·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.3%
−6.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 3.25·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

H → gg 126 3.57·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

130 3.91·10−1 +4.2%
−4.1%

−0.1%
−0.2%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

122 8.37·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

H → γγ 126 9.59·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

130 1.10·10−2 +0.1%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

122 4.74·10−3 +0.0%
−0.1%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+5.0%
−5.0%

H → Zγ 126 6.84·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+0.0%
−0.1%

+5.0%
−5.0%

130 9.55·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+5.0%
−5.0%

122 6.25·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → WW 126 9.73·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.49 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

122 7.30·10−2 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → ZZ 126 1.22·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.95·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

proximation which relies on factorizing the Higgs decays into a decay to vector bosons H →WW/ZZ,
where the vector bosons have definite momenta, and successive vector-boson decays W/Z → 2f . In
contrast, they are included in PROPHECY4F which is based on the full H → 4f matrix elements includ-
ing all interferences between different Feynman diagrams. To anticipate the results of this section, NLO
corrections become important at the level of 5% accuracy, while the (LO) interference effects can distort
distributions by more than 10%.

To be specific, we exemplarily analyze the following differential distributions for a Higgs decay
with four charged leptons in the final state, for which the Higgs-boson rest frame is assumed to be
reconstructed:

– In the Higgs-boson rest frame, we investigate cos θf−f− , where θf−f− is the angle between the two
negatively charged leptons. This angle is unambiguously defined in any of the final states H→ 4e,
H→ 4µ, and H→ 2µ2e so that interference effects can be easily studied.
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56.1%

6.2%

0.02%

2.8%

8.5%

0.23%

0.16%

23.1%

2.9%

Gtot(126)= 4.21 MeV

Uncertainties > 2%
(mostly QCD)

Unknown EW HO
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Table 1: SM Higgs partial widths and their relative parametric (PU) and theoretical (THU) uncertainties for a
selection of Higgs masses. For PU, all the single contributions are shown. For these four columns, the upper
percentage value (with its sign) refers to the positive variation of the parameter, while the lower one refers to the
negative variation of the parameter.

Channel MH [GeV] Γ [MeV] ∆αs ∆mb ∆mc ∆mt THU
122 2.30 −2.3%

+2.3%
+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

H → bb 126 2.36 −2.3%
+2.3%

+3.3%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

130 2.42 −2.4%
+2.3%

+3.2%
−3.2%

+0.0%
−0.0%

+0.0%
−0.0%

+2.0%
−2.0%

122 2.51·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → τ+τ− 126 2.59·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

130 2.67·10−1 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 8.71·10−4 +0.0%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.1%

+2.0%
−2.0%

H → µ+µ− 126 8.99·10−4 +0.0%
+0.0%

+0.0%
−0.0%

−0.1%
−0.0%

+0.0%
−0.1%

+2.0%
−2.0%

130 9.27·10−4 +0.1%
+0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.1%
−0.0%

+2.0%
−2.0%

122 1.16·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.0%

+0.0%
−0.1%

+2.0%
−2.0%

H → cc 126 1.19·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.2%
−6.1%

+0.0%
−0.1%

+2.0%
−2.0%

130 1.22·10−1 −7.1%
+7.0%

−0.1%
−0.1%

+6.3%
−6.0%

+0.1%
−0.1%

+2.0%
−2.0%

122 3.25·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

H → gg 126 3.57·10−1 +4.2%
−4.1%

−0.1%
−0.1%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

130 3.91·10−1 +4.2%
−4.1%

−0.1%
−0.2%

+0.0%
−0.0%

−0.2%
+0.2%

+3.0%
−3.0%

122 8.37·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

H → γγ 126 9.59·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

130 1.10·10−2 +0.1%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+1.0%
−1.0%

122 4.74·10−3 +0.0%
−0.1%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+5.0%
−5.0%

H → Zγ 126 6.84·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.1%

+0.0%
−0.1%

+5.0%
−5.0%

130 9.55·10−3 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+5.0%
−5.0%

122 6.25·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → WW 126 9.73·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.49 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

122 7.30·10−2 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

H → ZZ 126 1.22·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

130 1.95·10−1 +0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.0%
−0.0%

+0.5%
−0.5%

proximation which relies on factorizing the Higgs decays into a decay to vector bosons H →WW/ZZ,
where the vector bosons have definite momenta, and successive vector-boson decays W/Z → 2f . In
contrast, they are included in PROPHECY4F which is based on the full H → 4f matrix elements includ-
ing all interferences between different Feynman diagrams. To anticipate the results of this section, NLO
corrections become important at the level of 5% accuracy, while the (LO) interference effects can distort
distributions by more than 10%.

To be specific, we exemplarily analyze the following differential distributions for a Higgs decay
with four charged leptons in the final state, for which the Higgs-boson rest frame is assumed to be
reconstructed:

– In the Higgs-boson rest frame, we investigate cos θf−f− , where θf−f− is the angle between the two
negatively charged leptons. This angle is unambiguously defined in any of the final states H→ 4e,
H→ 4µ, and H→ 2µ2e so that interference effects can be easily studied.
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56.1%

6.2%

0.02%

2.8%

8.5%

0.23%

0.16%

23.1%

2.9%

Gtot(126)= 4.21 MeV

Uncertainties > 2%
(mostly QCD)

Unknown EW HO

Strong mass dependence
dMH=400 MeV => ~5%
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µ2 d↵s

dµ2
= �(↵s)↵s = �↵2

s (�0 + �1↵s + . . .)

Couplings and masses (parameters in Lagrangian) must 
be renormalised, hence scale (and scheme) dependent 

µ2 dmq

dµ2
= �(↵s)mq = �↵s(�0 + �1↵s + . . .)mq

dmq

mq
=

d↵s

↵s

�(↵s)

�(↵s)

mq(µ) = mq(µ0)


↵s(µ)

↵s(µ0)

� �0
�0

⇢
1 +

✓
�1
�0

� �1�0
�2
0

◆
[↵s(µ)� ↵s(µ0)] + . . .

�

solve RGE numerically or perturbatively

m(µ) = m(µ0)
[ αs(µ)
αs(µ0)

]γ0
m/β0

[
1+

(γ1
m
β0

−
β1γ

0
m

β2
0

)(αs(µ)
π

−
αs(µ0)
π

)
+ . . .

]

µ (GeV)

m
b(
µ

) (
G

eV
)

2.6

2.8

3

3.2

3.4

3.6

3.8

4

4.2

10 10 2

mb(mb) = 4165 MeV

mb(10GeV) = 3610 MeV

mb(MZ) = 2836 MeV

mb(161GeV) = 2706 MeV

10



Bryan Webber Burg Liebenzell, Sept 2014

Pole quark mass

7

VOLUME 79, NUMBER 20 P HY S I CA L REV I EW LE T T ER S 17 NOVEMBER 1997

lived the quark. In particular, the fact that the top-quark
lifetime is much less than L21

QCD is irrelevant.
Such an argument implies that the nonperturbative

aspect of the strong interaction will stand in the way
of any attempt to unambiguously extract the top-quark
pole mass from experiment. For example, consider the
extraction of the pole mass from the peak in the Wb
invariant-mass distribution. In perturbation theory, the
final state is a W and a b quark, as depicted in Fig. 2(a).
However, the b quark manifests itself experimentally as
a jet of colorless hadrons, due to confinement. At least
one of the quarks which resides in these hadrons comes
from elsewhere in the diagram, and cannot be considered
as a decay product of the top quark, as depicted in
Fig. 2(b). This leads to an irreducible uncertainty in the
Wb invariant mass of OsLQCDd and, hence, an ambiguity
of this amount in the extracted top-quark pole mass.
We now turn to an investigation of the top-quark

pole mass from the perspective of infrared renormalons.
We first review the argument which demonstrates the
existence of a renormalon ambiguity in the pole mass of a
stable heavy quark [8,9]. We then extend the argument
to take into account the finite width of the top quark.
Finally, we investigate the existence of a renormalon
ambiguity in the top-quark width itself.
The pole mass of a quark is defined by the position of the

pole in the quark propagator. The propagator of a quark
of four-momentum p is

Dspyd ≠
i

py 2 mR 2 Sspyd
, (1)

where mR is a renormalized short-distance mass [by short-
distance mass we mean a running mass (such as the MS
mass) evaluated at a scale m ¿ LQCD], and Sspyd is the
renormalized one-particle irreducible quark self-energy.
The equation for the position of the pole is an implicit
equation that can be solved perturbatively:

pypole ≠ mR 1 Sspypoled ≠ mR 1 Ss1dsmRd 1 . . . , (2)

where Ss1dsmRd is the one-loop quark self-energy shown
in Fig. 3(a). This quantity is real, so the pole position
is real.
Renormalons arise from the class of diagrams generated

by the insertion of n vacuum-polarization subdiagrams
into the gluon propagator in the one-loop self-energy
diagram, as shown in Fig. 3(a′). One can express this as

FIG. 2. The production and decay of a top quark in (a) per-
turbation theory and (b) nonperturbatively.

Ss1dsmR , ad ≠
16mR

3b0

X̀

n≠0
cnan11, (3)

where

a ;
b0assmRd

4p
(4)

and b0 is the one-loop QCD beta-function coefficient,
b0 ; 11 2 s2y3dNf . Formally, these are the domi-
nant QCD corrections in the “large-b0” limit. Thus
Ss1dsmR, ad in Eq. (3) is calculated at leading order in as,
but to all orders in a.
For large n the coefficients cn grow factorially, and are

given by [8,9,17]
cn

n!`! e2Cy22nn! , (5)
where C is a finite renormalization-scheme-dependent
constant (in the MS scheme, C ≠ 25y3). The series in
Eq. (3) is therefore divergent. One can attempt to sum
the series using the technique of Borel resummation [18].
The Borel transform (with respect to a) of the self-energy
is obtained from the series coefficients, Eq. (5), via

eSs1dsmR , ud ≠
16mR

3b0

X̀

n≠0

cn

n!
un, (6)

where u is the Borel parameter. Because the coefficients
cn are divided by n! in the above expression, the
series has a finite radius of convergence in u, and can
be analytically continued into the entire u plane. The
self-energy is then reconstructed via the inverse Borel
transform, given formally by

Ss1dsmR , ad ≠
Z `

0
du e2uya eSs1dsmR , ud . (7)

The integral in Eq. (7) is only formal, because the Borel
transform of the quark self-energy possesses singularities
on the real-u axis, which impede the evaluation of the
integral. These singularities are referred to as infrared
renormalons because they arise from the region of soft
gluon momentum in Fig. 3(a′). The series for the self-
energy in Eq. (3) is therefore not Borel summable.
The divergence of the series for the self-energy is gov-

erned by the infrared renormalon closest to the origin,
which lies at u ≠ 1y2. This renormalon is not associated

FIG. 3. Diagrams contributing to the top quark self-energy at
leading order in as and aW . sa0d replaces (a) when summing
to all orders in b0as.

3826

cn ⇠ 2nn! ⇠ (2n/e)n

Asymptotic expansion: sum to smallest term (n~L/2)

Ambiguity ~ smallest term (cn an+1~ e-L/2 ~ L/mq)

D( 6p) = i

6p�mq � ⌃( 6p)

6p
pole

= mq + ⌃( 6p) = mq + ⌃(1)(mq) + . . .

⌃(1)(mq) =
16mq

3�0

1X

n=0

cn a
n+1

a =

�0↵s(mq)

4⇡
⇠ 1

log(m2
q/⇤

2
)

Renormalon ambiguity
(There is no pole!)

⌘ 1

L

m
pole

= mq(mq)
�
1 + 0.4244↵

s

(mq) + 0.835↵2

s

(mq) + 2.375↵3

s

(mq) + . . .
 
+O(⇤)
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Higgs    qq

8

�(H ! qq̄) =
3
p
2

8⇡
GFMHm2

q(MH)

"
1�

4m2
q(MH)

M2
H

# 3
2

[1 + 1.803↵s(MH) + 2.953↵2
s (MH) + . . .]

Running of masses is enormously important!

mb2(MH)/mb2(mb) = (2.77/4.16)2 = 0.442 
mc2(MH)/mc2(mc) = (0.612/1.27)2 = 0.233 

Gb affects all branching ratios!

BR(X) =
�
X

�
tot

�BR(X)

BR(X)
=

� �
b

�
tot

= 0.56
� �

b

�
b

(known to 4th order)
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Charm quark mass

9

Bodenstein et. al 10
HPQCD 10
HPQCD + Karlsruhe 08
Kuehn, Steinhauser, Sturm 07
Buchmueller, Flaecher 05
Hoang, Manohar 05
Hoang, Jamin 04
deDivitiis et al. 03
Rolf, Sint 02
Becirevic, Lubicz, Martinelli 02
Kuehn, Steinhauser 01
QWG 2004
PDG 2010

mc(3 GeV) (GeV)

   finite energy sum rule, NNNLO

   lattice + pQCD

   lattice + pQCD

   low-moment sum rules, NNNLO

   B decays αs
2β0

   B decays αs
2β0

   NNLO moments

   lattice quenched

   lattice (ALPHA) quenched

   lattice quenched

   low-moment sum rules, NNLO

0.8 0.9 1 1.1 1.2 1.3 1.4

42

Kühn, 2013

mc(3 GeV) = 0.986(6) GeV

mc(mc) = 1.268(9) GeV

mc(MH) = 0.612(5) GeV
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Bottom quark mass

10

HPQCD 10
Karlsruhe 09
Kuehn, Steinhauser, Sturm 07
Pineda, Signer 06
Della Morte et al. 06
Buchmueller, Flaecher 05
Mc Neile, Michael, Thompson 04
deDivitiis et al. 03
Penin, Steinhauser 02
Pineda 01
Kuehn, Steinhauser 01
Hoang 00
QWG 2004
PDG 2010

mb(mb) (GeV)

   low-moment sum rules, NNNLO, new Babar

   low-moment sum rules, NNNLO

   Υ sum rules, NNLL (not complete)

   lattice (ALPHA) quenched

   B decays αs
2β0

   lattice (UKQCD)

   lattice quenched

   Υ(1S), NNNLO

   Υ(1S), NNLO

   low-moment sum rules, NNLO

   Υ sum rules, NNLO

4.1 4.2 4.3 4.4 4.5 4.6 4.7

46

Kühn, 2013

mb(10 GeV) = 3.617(25) GeV

mb(mb) = 4.164(30) GeV

mb(MH) = 2.768(21) GeV
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mb from QCD sum rules
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❍  CLEO (1985)/1.28
▼  BABAR (2009)

√s (GeV)

R b(
s)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

10.6 10.7 10.8 10.9 11 11.1 11.2 11.3

BELLE?

44

Analysis in NNLO

Coefficients C̄n from three-loop one-scale tadpole amplitudes with

“arbitrary” power of propagators;

25

Mn =

Z
ds

sn+1
Rb(s) =

9

4
e2b

✓
1

4m2
b(µ)

◆n

Cn(↵s, µ) mb(µ) =
1

2

✓
9e2bCn(↵s, µ)

4Mn

◆ 1
2n

↵2
s

(~700 diagrams). . .+ ↵3
s

n mb(10GeV) exp αs µ total mb(mb)
1 3597 14 7 2 16 4151
2 3610 10 12 3 16 4163
3 3619 8 14 6 18 4172
4 3631 6 15 20 26 4183

Consistency (n= 1,2,3,4) and stability (O(α2s ) vs. O(α3s ));

(slight dependence on n could result from input into M n
exp)

• mb(10GeV) = 3610±16MeV

• mb(mb) = 4163±16MeV

well consistent with KSS 2007

45

mb(10 GeV) = 3.610(16) GeV

Chetyrkin et al., PRD80(2009)074010
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Top quark mass
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– 22–

The direct measurements of the top-quark mass, such as

those shown in Table 1, are generally assumed to be measure-

ments of the pole mass. Strictly speaking, the mass measured

in these direct measurements is the mass used in the Monte

Carlo generators. The relation between the Monte Carlo gen-

erator mass and the pole mass is uncertain at the level of

1 GeV [123], which is now comparable to the measurement

uncertainty. A review of top-quark mass measurements can be

found in reference [124].

Table 1: Measurements of top-quark mass from
Tevatron and LHC.

∫

Ldt is given in fb−1. The
results shown are mostly preliminary (not yet
submitted for publication as of September 2013);
for a complete set of published results see the
Listings. Statistical uncertainties are listed first,
followed by systematic uncertainties.

mt (GeV/c2) Source
∫

Ldt Ref. Channel

174.94 ± 1.14 ± 0.96 DØ Run II 3.6 [102] ℓ+jets

172.85 ± 0.71 ± 0.85 CDF Run II 8.7 [101] ℓ+jets

173.93 ± 1.64 ± 0.87 CDF Run II 8.7 [116] Missing ET+jets

172.5 ± 1.4 ± 1.5 CDF Run II 5.8 [122] All jets

172.31 ± 0.75 ± 1.35 ATLAS 4.7 [99] ℓ+jets

173.09 ± 0.64 ± 1.50 ATLAS 4.7 [108] ℓℓ

174.9 ± 2.1 ± 3.8 ATLAS 2.04 [115] All jets

173.49 ± 0.43 ± 0.98 CMS 5.0 [100] ℓ+jets

172.5 ± 0.4 ± 1.5 CMS 5.0 [109] ℓℓ

173.49 ± 0.69 ± 1.21 CMS 3.54 [114] All jets

173.20 ± 0.51 ± 0.71 ∗ CDF,DØ (I+II)≤8.7 [3] publ. or prelim. res.

173.29 ± 0.23 ± 0.92 ∗ ATLAS, CMS ≤4.9 [121] publ. or prelim. res.

∗The Tevatron average is a combination of published

Run I and preliminary or pub. Run-II meas., yielding a χ2 of

8.5 for 11 deg. of freedom. The LHC average includes both published

and preliminary results, yielding a χ2 of 1.8 for 4 deg. of freedom.

December 18, 2013 12:01

“Direct” (≈pole mass?) measurements:

mt(pole) = 173.07±0.52(stat)±0.72(sys) GeV

RPP 2013

mt(mt) = 163.4±0.9 GeV
mt(mt) = 160+54 GeV from cross section
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Higgs   gg
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t,b

�gg =
↵2
sGFM3

H

64
p
2⇡3

�����
X

q

Iq

 
m2

q(MH)

M2
H

!�����

2
�
1 + 6.14↵s + 17.5↵2

s + 15.1↵3
s + . . .

�

b contributes ~ -6%, which almost cancels top mass effect
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Higgs   gg
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Event Simulation for the LHC Higgs Centre Colloquium, 30/11/12

Higgs Production & Decay

73

t

t

H

g

g

W

W

+

��� =
↵2GFM3

H

128
p
2⇡3

�����3
X

q

e2qIq

 
m2

q(MH)

M2
H

!
+ IW

✓
M2

W

M2
H

◆�����

2

Event Simulation for the LHC Higgs Centre Colloquium, 30/11/12

Higgs Production & Decay

72

t

t

H
t

t

g

g

,b

,b

b contributes less, so top mass effect is significant (~-2%)

W loop dominates 
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Higgs decay uncertainties: current
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Almeida, Lee, Pokorski, Wells, 1311.6721v3

P±
� (par.add.) P±

� (par.quad.) (P+
� , P�

� )(µ)
total 2.82 (1.79) 1.71 (1.07) (0.08,0.10)
gg 2.52 (1.83) 1.74 (1.49) (0.05,0.03)
�� 1.45 (0.42) 1.38 (0.35) (1.31,0.60)
bb̄ 2.62 (2.43) 1.84 (1.82) (0.29,0.01)
cc̄ 7.34 (7.15) 5.55 (5.54) (0.45,0.35)

⌧+⌧� 0.36 (0.12) 0.32 (0.08) (0.01,0.01)
WW ⇤ 4.41 (1.17) 4.97 (1.25) (0.25,0.31)
ZZ⇤ 4.90 (1.25) 4.42 (1.11) (0.,0.)
Z� 3.56 (0.92) 3.52 (0.88) (0.56,0.23)

µ+µ� 0.34 (0.11) 0.32 (0.08) (0.03,0.03)

Table 13: This table gives the estimates for percent relative uncertainty on the partial widths from parametric and scale-
dependence uncertainties. Parametric uncertainties arise from incomplete knowledge of the input observables for the calculation
(i.e., errors on mc, ↵s, etc.). For parametric uncertainties, we put an additional number in parentheses, which is the value it
would have if the Higgs mass uncertainty were 0.1 GeV (instead of 0.4 GeV). Scale-dependence uncertainties are indicative of
not knowing the higher order terms in a perturbative expansion of the observable. These uncertainties are estimated by varying
µ from mH/2 to 2mH . More details on the precise meaning of the entries of this table are found in the text of sec. 4. Errors
below 0.01% are represented in this table as 0. These results were computed using MS mb and mc inputs (see Table 10) rather
than their pole mass inputs (see Table 1). Compare results with the pole mass input results of Table 4.

19

Parametric uncertainties %	


added linearly   in quadrature

dMH/MeV = 400(100)

Scale	


dependence

[ILC => 30]

~ THU ??
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Higgs mass
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ATLAS & CMS get masses differing by ~1 GeV 
from different channels and from each other:

ATLAS ZZ*: 124.51±0.37(stat)±0.06(sys)

CMS ZZ*: 125.60±0.40(stat)±0.20(sys)

ATLAS gg: 125.98±0.42(stat)±0.28(sys)

CMS gg: 124.70±0.31(stat)±0.15(sys)

But their final numbers are more consistent:

ATLAS: 125.36±0.37(stat)±0.18(sys)
CMS: 125.03       (stat)       (sys)+0.26

-0.27 -0.15
+0.13

We need results from Run II !
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Higgs decay uncertainties: prospects
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Lepage, Mackenzie, Peskin, 1404.0319

�mb(10) �↵s(mZ) �mc(3) �b �c �g

current errors [10] 0.70 0.63 0.61 0.77 0.89 0.78

+ PT 0.69 0.40 0.34 0.74 0.57 0.49
+ LS 0.30 0.53 0.53 0.38 0.74 0.65
+ LS2 0.14 0.35 0.53 0.20 0.65 0.43

+ PT + LS 0.28 0.17 0.21 0.30 0.27 0.21
+ PT + LS2 0.12 0.14 0.20 0.13 0.24 0.17

+ PT + LS2 + ST 0.09 0.08 0.20 0.10 0.22 0.09

ILC goal 0.30 0.70 0.60

Table 1: Projected fractional errors, in percent, for the MS QCD coupling and heavy quark
masses under di↵erent scenarios for improved analyses. The improvements considered are:
PT - addition of 4th order QCD perturbation theory, LS, LS2 - reduction of the lattice
spacing to 0.03 fm and to 0.023 fm; ST - increasing the statistics of the simulation by a
factor of 100. The last three columns convert the errors in input parameters into errors on
Higgs couplings, taking account of correlations. The bottom line gives the target values of
these errors suggested by the projections for the ILC measurement accuracies.

are presented in Table 1. This table shows the percent errors we expect in the masses
and coupling from the correlator analysis under various scenarios for improvements:
PT denotes the e↵ect of computing QCD perturbation theory through 4th order. LS
denotes the e↵ect of decreasing the lattice spacing to 0.03 fm. LS2 denotes the e↵ect
of using lattices with 0.03 fm and 0.023 fm lattice spacing. We recall that the stage
LS2 corresponds to an increase in computing power by about a factor of 100. ST
denotes the e↵ect of improving the statistics by a factor of 100. We also show percent
errors for the Higgs couplings to bb, cc, and gg, accounting for correlations among
the errors in the determination of the parameters. The last line of the table gives,
for comparison, the experimental uncertainties in the Higgs boson couplings expected
after the ILC measurements [5].

We find that reducing the lattice spacing to 0.023 fm is su�cient to bring paramet-
ric errors for the Higgs couplings below the errors expected from the full ILC. Adding
4th-order perturbation theory reduces the parametric errors further, to about half of
the expected ILC errors. Adding statistics gives a relatively small further reduction
in the errors.

These error estimates are likely conservative because they assume that there is no
further innovation in LQCD simulation methods. There already are many alterna-
tive lattice methods for extracting the QCD coupling from LQCD simulations: see,
for example, [32,40,41,42,43]. None of these methods involve heavy quark masses

14

Parametric uncertainties % dj = dGj/2Gj %

PT = O(↵4
s ) [current = O(↵3

s )]

LS = 0.030 fm [current = 0.045 fm]

ST = statistics⇥ 100

LS

2
= 0.023 fm [computing⇥ 100]



• Higgs partial widths currently predicted to 2%-5% 	



• Higgs mass uncertainty important for VV* modes  
(at LHC, not ILC)	



• Predictions to 1%-2% look feasible, with big 
investments in perturbative and lattice QCD	



• Is this good enough??

Conclusions on Higgs Decays
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Monte Carlo Event 
Generation
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• Monte Carlo event generation:	



✤ theoretical status and limitations	



• Recent improvements:	



✤ perturbative and non-perturbative	



• Overview of results:	



✤ W, Z, top, Higgs, BSM (+jets)

20

Monte Carlo Event Generation
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Monte Carlo Event Generation

21

• Aim is to produce simulated (particle-level) datasets like 
those from real collider events	



✤ i.e. lists of particle identities, momenta, ...	



✤ simulate quantum effects by (pseudo)random numbers	



• Essential for:	



✤ Designing new experiments and data analyses	



✤ Correcting for detector and selection effects	



✤ Testing the SM and measuring its parameters	



✤ Estimating new signals and their backgrounds
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A high-mass dijet event
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Dijet Mass (GeV)
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Figure 2: The reconstructed resonance mass spectrum generated with the PYTHIA MC simula-
tion and Tune D6T for qq ⇥ G ⇥ qq, qg ⇥ q� ⇥ qg, gg ⇥ G ⇥ gg for resonance masses of
1.0, 2.0, 3.0, 4.0, and 5.0 TeV.

Figure 3: The event with the highest invariant mass: 3D view (left) and 2D view (right). The
invariant mass of the two wide jets is 5.15 TeV.• Mjj = 5.15 TeV

CMS PAS EXO-12-059
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Event Generation

23

p

Hard process

p



Bryan Webber Burg Liebenzell, Sept 2014

Event Generation

23

p

Hard process
Parton showers

p



Bryan Webber Burg Liebenzell, Sept 2014

Event Generation

23

p

Hard process
Parton showers

p

Underlying event



Bryan Webber Burg Liebenzell, Sept 2014

Event Generation

23

p

Hard process
Parton showers

Confinement

p

Underlying event



Bryan Webber Burg Liebenzell, Sept 2014

Event Generation
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Theoretical Status
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Semi-empirical	


local models only
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Parton Shower Approximation
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• Keep only most singular parts of QCD matrix elements:	



• Collinear	



• Soft d�n+1 ⇡ ↵S

2⇡

X

i,j

(�Ti ·Tj)
pi · pj

pi · k pj · k
! d! d⇠i

d�i

2⇡
d�n

=
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2⇡

X

i,j
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⇠ij
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d⇠i

d�i
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d�n
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!
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• In parton shower, relative transverse momenta 
evolve from a high scale Q towards lower values	



• At a scale near LQCD~200 MeV, perturbation 
theory breaks down and hadrons are formed	



• Before that, at scales Q0 ~ few x LQCD, there is 
universal preconfinement of colour	



• Colour, flavour and momentum flows are only 
locally redistributed by hadronization

26

Hadronization Models

LHC Simulations 2 Bryan Webber

Preconfinement

Planar approximation: gluon = colour—anticolour pair.

Follow colour structure of parton shower: colour-singlet pairs 

end up close in phase space

Mass spectrum of colour-singlet pairs asymptotically 

independent of energy, production mechanism, …

Peaked at low mass
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LHC Simulations 2 Bryan Webber

Preconfinement

Planar approximation: gluon = colour—anticolour pair.

Follow colour structure of parton shower: colour-singlet pairs 
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• In parton shower, relative transverse momenta 
evolve from a high scale Q towards lower values	



• At a scale near LQCD~200 MeV, perturbation 
theory breaks down and hadrons are formed	



• Before that, at scales Q0 ~ few x LQCD, there is 
universal preconfinement of colour	



• Colour, flavour and momentum flows are only 
locally redistributed by hadronization
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LHC Simulations 2 Bryan Webber

Preconfinement

Planar approximation: gluon = colour—anticolour pair.

Follow colour structure of parton shower: colour-singlet pairs 

end up close in phase space

Mass spectrum of colour-singlet pairs asymptotically 

independent of energy, production mechanism, …

Peaked at low mass

• In parton shower, relative transverse momenta 
evolve from a high scale Q towards lower values	



• At a scale near LQCD~200 MeV, perturbation 
theory breaks down and hadrons are formed	



• Before that, at scales Q0 ~ few x LQCD, there is 
universal preconfinement of colour	



• Colour flow dictates how to connect hadronic 
string (width ~ few x LQCD) with shower
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Preconfinement

Planar approximation: gluon = colour—anticolour pair.

Follow colour structure of parton shower: colour-singlet pairs 

end up close in phase space

Mass spectrum of colour-singlet pairs asymptotically 

independent of energy, production mechanism, …

Peaked at low mass

• In parton shower, relative transverse momenta 
evolve from a high scale Q towards lower values	



• At a scale near LQCD~200 MeV, perturbation 
theory breaks down and hadrons are formed	



• Before that, at scales Q0 ~ few x LQCD, there is 
universal preconfinement of colour	



• Colour flow dictates how to connect hadronic 
string (width ~ few x LQCD) with shower
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Preconfinement

Planar approximation: gluon = colour—anticolour pair.

Follow colour structure of parton shower: colour-singlet pairs 

end up close in phase space

Mass spectrum of colour-singlet pairs asymptotically 

independent of energy, production mechanism, …

Peaked at low mass

• In parton shower, relative transverse momenta 
evolve from a high scale Q towards lower values	



• At a scale near LQCD~200 MeV, perturbation 
theory breaks down and hadrons are formed	



• Before that, at scales Q0 ~ few x LQCD, there is 
universal preconfinement of colour	



• Decay of preconfined clusters provides a direct 
basis for hadronization
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Preconfinement

Planar approximation: gluon = colour—anticolour pair.

Follow colour structure of parton shower: colour-singlet pairs 

end up close in phase space

Mass spectrum of colour-singlet pairs asymptotically 

independent of energy, production mechanism, …

Peaked at low mass

• In parton shower, relative transverse momenta 
evolve from a high scale Q towards lower values	



• At a scale near LQCD~200 MeV, perturbation 
theory breaks down and hadrons are formed	



• Before that, at scales Q0 ~ few x LQCD, there is 
universal preconfinement of colour	



• Decay of preconfined clusters provides a direct 
basis for hadronization
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• Mass distribution of preconfined clusters is universal	



• Phase-space decay model for most clusters	



• High-mass tail decays anisotropically (string-like)
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• No fundamental progress since 1980s	



✤ Available non-perturbative methods (lattice,  
AdS/QCD, ...) are inapplicable	



• Less important in some respects in LHC era	



✤ Jets, leptons and photons are observed 
objects, not hadrons	



• But still important for detector effects	



✤ Jet response, heavy-flavour tagging, lepton and 
photon isolation, ...
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Underlying Event

34

• Multiple parton interactions in same collision	



✤ Depends on density profile of proton	



• Assume QCD 2-to-2 secondary collisions	



✤ Need cutoff at low pT	



• Need to model colour flow	



✤ Colour reconnections are necessary

LHC Simulations 3 Bryan Webber

Multiparton Interaction Model (PYTHIA/JIMMY)

For small pt min and high energy inclusive parton—parton 

cross section is larger than total proton—proton cross 

section.

!More than one parton—parton scatter per proton—proton

Need a model of spatial distribution within proton

! Perturbation theory gives n-scatter distributions
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Underlying Event

ATLAS CONF-2012-164

�⇤��⇤

leading jet

towards
|�⇤| < 60⇤

away
|�⇤| > 120⇤

transverse
60⇤ < |�⇤| < 120⇤

transverse
60⇤ < |�⇤| < 120⇤

Figure 1: Definition of regions in the azimuthal angle with respect to the leading jet. The balancing parts
of the jet system are indicated with green arrows, compatible with the dominant dijet event topology.
Multijet topologies, encountered in the inclusive jet event selection, are expected to contribute more
substantially to the transverse regions than the geometry shown here.

in the ATLAS calorimeters, due to interactions with material upstream of the calorimeters and bending
in the magnetic field.

These detector-level objects have been identified [10] with true hadron-level quantities in terms of
primary particles, i.e. particles with a mean proper lifetime ⇥ � 0.3 ⇥ 10�10 s either directly produced
in the pp interactions or in the decay of particles with a shorter lifetime. The selected tracks correspond
to primary charged particles with pT > 0.5 GeV and |�| < 2.5, and ATLAS clusters are equivalent (when
summed over) to primary charged particles with momentum p > 0.5 GeV or primary neutral particles
with p > 0.2 GeV. Lower momentum particles are not included as they are unlikely to reach the ATLAS
calorimeters due to material interactions and bending in the magnetic eld.

The observables used in this study, defined in Table 1, employ the conventional UE azimuthal division
of events into regions relative to the direction of the “leading” object in the event. The leading object
in this case is defined by the calorimeter-based anti-kT [11] jet with a radius of R = 0.4 and having the
largest pT, after application of jet selection criteria as described in Section 4. The azimuthal regions used
are defined with respect to the ⇤ of the leading jet (i.e. the jet with the largest pT, which is denoted by
plead

T ): a 120⇤ “towards” region surrounds the leading jet, an “away” region of the same size is azimuthally
opposed to it and two “transverse” regions each of 60⇤ are defined orthogonal to the leading jet direction
[2]. This is illustrated in Figure 1, with the azimuthal angular di⇥erence from the leading jet defined as
|�⇤| = |⇤ � ⇤lead jet|.

As the towards region is dominated by the leading jet and in the dominant dijet configuration the away
region is dominated by the balancing jet, the transverse regions are the most sensitive to accompanying
particle flow, i.e. the UE. In addition, the transverse regions may be distinguished event-by-event based
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Figure 2: Profiles of charged particle
�

pT (top row) and charged multiplicities (bottom row) against
plead

T , for the inclusive jet event selection. The left column shows the result for the total transverse region
and several MC models for comparison, with the data error bars indicating the statistical uncertainty and
the shaded area showing the combined statistical and systematic uncertainty. The right column plots
compare the trans-max/min/di� observables to each other and the Pythia 6 AUET2B CTEQ6L1 MC
model. The error bands on the top plots show the combined systematic and statistical uncertainty, while
the grey band in the ratio plots shows the maximum combined statistical and systematic uncertainty
among the three regions.

fact, Herwig/Jimmy AUET2 LO�� gives the best description of all models considered here for inclusive
jet events with Nch � 15.

Finally, the ATLAS tunes of both Pythia 6 and Pythia 8 are seen to undershoot this data somewhat
for low Nch, particularly in the inclusive jet sample, but describe the ⇥pT⇤ of higher-multiplicity events
well for both event selections. As both these tunes incorporated the equivalent of this observable in
the ATLAS leading charged particle UE analysis [4], the flaws in their data description seen here are
unexpected, and use of this data in future tunes may substantially change the MPI model parameters.
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to remark that the fraction of WW events with non-
vanishing colour length drop is slightly higher than for
the dijet case. Nevertheless, the vast majority of WW
events is not a↵ected by colour reconnection, too.

3.2 Classification of clusters

i�typ
e cluster

h�type
cluster

n�type
cluster

Fig. 7 Classification of colour clusters in a hadron collision
event, which, in this example, consists of the primary subpro-
cess (left) and one additional parton interaction. The grey-
shaded area denotes non-perturbative parts of the simula-
tion. The three clusters represent the cluster classes defined
in Sec. 3.2: n-type (blue), i-type (red) and h-type clusters
(orange).

These results generically raise the question which
mechanism in the hadron event generation is respon-
sible for these overly heavy clusters. To gain access to
this issue, we classify all clusters by their ancestors in
the event history. A sketch of the three types of clusters
in shown in Fig. 7.

– The first class are the clusters consisting of partons
emitted perturbatively in the same partonic subpro-
cess. We call them h-type (hard) clusters.

– The second class of clusters are the subprocesses-
interconnecting clusters, which combine par-
tons generated perturbatively in di↵erent par-
tonic subprocesses. They are labelled as i-type
(interconnecting) clusters.

– The remaining clusters, which can occur in hadron
collision events, are composed of at least one par-
ton created non-perturbatively, i.e. during the ex-
traction of partons from the hadrons or in soft scat-
ters. In what follows, these clusters are called n-type
(non-perturbative) clusters.
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m
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/GeV
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Fig. 8 Cluster fraction functions, defined in Eq. (6), for LHC
dijet events at 7 TeV.

First we use this classification to analyse hadron
collision events as they are immediately before colour
rearrangement. For that purpose, we define the cluster
fraction functions

fa(m
cut

) ⌘ Na(m
cut

)
. X

b=h,i,n

Nb(mcut

) =
Na(m

cut

)

N
cl

,

(6)

where Na(m
cut

) is the number of a-type clusters (a =
h, i, n) with m � m

cut

, counted in a su�ciently large
number of events1. For instance, fi(100 GeV) = 0.15
says 15 % of all clusters with a mass larger than
100 GeV are subprocess-interconnecting clusters. By
construction, fa(m

cut

) is a number between 0 and 1 for
every class a. Moreover, the cluster fraction functions
satisfy
X

a=h,i,n

fa(m
cut

) = 1.

Figure 8 shows the cluster fraction functions for LHC
dijet events at

p
s = 7 TeV. The fraction of non-

perturbative clusters increases with m
cut

and exceeds
0.5 at m

cut

⇡ 70 GeV. So for an increasing threshold
m

cut

up to values well beyond physically reasonable
cluster masses of a few GeV, the contribution of n-type
clusters becomes more and more dominant.

A bin-by-bin breakdown to the contributions of the
various cluster types to the total cluster mass distribu-
tion is shown in Fig. 9. There are several things to learn
from those plots. First, non-perturbative n-type clus-
ters do not contribute as much to the peak region, say

1Apparently, fa(m
cut

) is only well-defined for m

cut

less than
the maximum cluster mass. On this interval, the series (fa,n),
with n the number of events taken into account, converges
pointwise to the function fa. This is a more formal definition
of the cluster fraction functions.
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Fig. 9 Primary cluster mass spectrum in LHC dijet events at 7 TeV. Figure (a) compares the mass distribution in the
pre-colour-reconnection stage to the distribution after colour reconnection. The contributions of the three cluster classes are
stacked. The histograms in (b) merely di↵er from the ones in (a) in their binning.

below 6 GeV, as perturbative h-type and i-type clus-
ters do. In the high-mass tail, however, n-type clusters
clearly dominate, as already indicated by the cluster
fraction functions discussed above. Both their minor
contribution at low masses and their large contribution
at high masses do not change after colour reconnection.
In total, however, the mass distribution is more peaked
after colour reconnection and the high-mass tail is sup-
pressed by a factor larger than 10.

3.3 Resulting physics implications

The characteristics of clusters that have been studied in
this section clearly confirm the physical picture we have
started out with. The colour reconnection model in fact
reduces the invariant masses of clusters that are mostly
of non-perturbative origin. These arise as an artefact of
the way we colour-connect additional hard scatters in
the MPI model with the rest of the event.

At this non-perturbative level we have no handle on
the colour information from theory, hence we have mod-
elled it. First in a very näıve way when we extract the
‘first’ parton from the proton, but only to account for a
more physical picture later, where we use colour precon-
finement as a guiding principle. We therefore conclude
that our ansatz to model colour reconnections in the
way we have done it reproduces a meaningful physical
picture.

4 Tuning and comparison of the model results

with data

In this section we address the question of whether the
MPI model in Herwig, equipped with the new CR
model, can improve the description of the ATLAS MB
and UE data, see Fig. 2. To that end we need to find
values of free parameters (tune parameters) of the MPI
model with CR that allow to get the best possible
description of the experimental data. Since both CR
models can be regarded as an extension of the cluster
model [36], which is used for hadronization in Herwig,
the tune of Herwig with CR models may require a
simultaneous re-tuning of the hadronization model pa-
rameters to a wide range of experimental data, primar-
ily from LEP (see Appendix D from Ref. [14]). There-
fore, we start this section by examining whether the
description of LEP data is sensitive to CR parameters.

4.1 Validation against e+e� LEP data

Already in Section 3 we have seen that the colour
structure of LEP final states is well-defined by the
perturbative parton shower evolution. Moreover, the
CR model does not change this structure significantly.
Therefore, although CR is an extension of hadroniza-
tion, we can expect that the default hadronization pa-
rameters are still valid in combination with CR. This
was confirmed by comparing Herwig results with and
without CR against a wide range of experimental data
from LEP [41–49]. As an example we show a compari-
son of Herwig without and with CR (using the main
tunes for both CR methods presented in this paper) to
two LEP observables in Fig. 10. The full set of plots,
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Fig. 9 Primary cluster mass spectrum in LHC dijet events at 7 TeV. Figure (a) compares the mass distribution in the
pre-colour-reconnection stage to the distribution after colour reconnection. The contributions of the three cluster classes are
stacked. The histograms in (b) merely di↵er from the ones in (a) in their binning.

below 6 GeV, as perturbative h-type and i-type clus-
ters do. In the high-mass tail, however, n-type clusters
clearly dominate, as already indicated by the cluster
fraction functions discussed above. Both their minor
contribution at low masses and their large contribution
at high masses do not change after colour reconnection.
In total, however, the mass distribution is more peaked
after colour reconnection and the high-mass tail is sup-
pressed by a factor larger than 10.

3.3 Resulting physics implications

The characteristics of clusters that have been studied in
this section clearly confirm the physical picture we have
started out with. The colour reconnection model in fact
reduces the invariant masses of clusters that are mostly
of non-perturbative origin. These arise as an artefact of
the way we colour-connect additional hard scatters in
the MPI model with the rest of the event.

At this non-perturbative level we have no handle on
the colour information from theory, hence we have mod-
elled it. First in a very näıve way when we extract the
‘first’ parton from the proton, but only to account for a
more physical picture later, where we use colour precon-
finement as a guiding principle. We therefore conclude
that our ansatz to model colour reconnections in the
way we have done it reproduces a meaningful physical
picture.

4 Tuning and comparison of the model results

with data

In this section we address the question of whether the
MPI model in Herwig, equipped with the new CR
model, can improve the description of the ATLAS MB
and UE data, see Fig. 2. To that end we need to find
values of free parameters (tune parameters) of the MPI
model with CR that allow to get the best possible
description of the experimental data. Since both CR
models can be regarded as an extension of the cluster
model [36], which is used for hadronization in Herwig,
the tune of Herwig with CR models may require a
simultaneous re-tuning of the hadronization model pa-
rameters to a wide range of experimental data, primar-
ily from LEP (see Appendix D from Ref. [14]). There-
fore, we start this section by examining whether the
description of LEP data is sensitive to CR parameters.

4.1 Validation against e+e� LEP data

Already in Section 3 we have seen that the colour
structure of LEP final states is well-defined by the
perturbative parton shower evolution. Moreover, the
CR model does not change this structure significantly.
Therefore, although CR is an extension of hadroniza-
tion, we can expect that the default hadronization pa-
rameters are still valid in combination with CR. This
was confirmed by comparing Herwig results with and
without CR against a wide range of experimental data
from LEP [41–49]. As an example we show a compari-
son of Herwig without and with CR (using the main
tunes for both CR methods presented in this paper) to
two LEP observables in Fig. 10. The full set of plots,
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Figure 3: Herwig results compared to ATLAS data.
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Fig. 4 Formation of clusters,
which we represent by ovals here.
Colour lines are dashed. The left
diagram shows colour-singlet clus-
ters formed according to the dom-
inating colour structure in the
1/N

c

expansion. The right di-
agram shows a possible colour-
reconnected state: the partons of
the clusters A and B are arranged
in new clusters, C and D.
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s̄s

s

p

Fig. 3 For the hard subprocess a valence quark v is extracted
from the proton. Since the valence quark parton distribu-
tion functions dominate at large momentum fractions x and
small scales Q

2, the initial-state shower, which is generated
backwards starting from the partonic scatter, commonly ter-
minates on a valence quark. This situation is shown in the
leftmost figure. If the perturbative evolution still terminates
on a sea (anti)quark or a gluon, as indicated in the other
figures, one or two additional non-perturbative splittings are
performed to force the evolution to end with a valence quark.
The grey-shaded area indicates this non-perturbative region,
whereas the perturbative parton shower happens in the region
below.

2.1 Plain colour reconnection

A first model for colour reconnection has been imple-
mented in Herwig as of version 2.5 [39]. We refer to it
as the plain colour reconnection model (PCR) in this
paper. The following steps describe the full procedure:

1. Create a list of all quarks in the event, in random

order. Perform the subsequent steps exactly once for
every quark in this list.

2. The current quark is part of a cluster. Label this
cluster A.

3. Consider a colour reconnection with all other clus-
ters that exist at that time. Label the potential re-
connection partner B. For the possible new clusters
C and D, which would emerge when A and B are re-
connected (cf. Fig. 4), the following conditions must
be satisfied:
– The new clusters are lighter,

mC + mD < mA + mB , (1)

where mi denotes the invariant mass of cluster
i.

– C and D are no colour octets.
4. If at least one reconnection possibility could be

found in step 3, select the one which results in the
smallest sum of cluster masses, mC + mD. Accept
this colour reconnection with an adjustable proba-
bility p

reco

. In this case replace the clusters A and
B by the newly formed clusters C and D.

5. Continue with the next quark in step 2.

The parameter p
reco

steers the amount of colour recon-
nection in the PCR model. Because of the selection rule
in step 4, the PCR model tends to replace the heaviest
clusters by lighter ones. A priori the model is not guar-
anteed to be generally valid because of the following
reasons: The random ordering in the first step makes
this algorithm non-deterministic since a di↵erent or-
der of the initial clusters, generally speaking, leads to
di↵erent reconnection possibilities being tested. More-
over, apparently quarks and antiquarks are treated dif-
ferently in the algorithm described above.

2.2 Statistical colour reconnection

The other colour reconnection implementation studied
in this paper overcomes the conceptual drawbacks of
the PCR model. We refer to this model as statistical

colour reconnection (SCR) throughout this work. In the
first place, the algorithm aims at finding a cluster con-
figuration with a preferably small colour length, defined
as

� ⌘
N

clX

i=1

m2

i , (2)

where N
cl

is the number of clusters in the event and mi

is the invariant mass of cluster i. In the definition of the
colour length we opt for squared masses to give cluster
configurations with similarly heavy clusters precedence
over configurations with less equally distributed cluster
masses.

Clearly, it is impossible to locate the global mini-
mum of �, in general, since an event with 100 parton

“Colour length”                reduced by reconnection

Massive leading clusters reduced

Similar need in string model

Gieseke, Röhr, Siódmok, arXiv:1206.2205

Colour Reconnection
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• No sign of deviation from Standard Model (yet) 
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Dijet Mass Distributionthe significance is plotted as positive (negative). In certain cases, the significance for individual bins is

not plotted. 2
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Figure 1: The reconstructed dijet mass distribution with statistical uncertainties (filled points with error

bars) fitted with a smooth functional form (solid line). The bin-by-bin significance of the data-fit differ-

ence in Gaussian standard deviations is shown in the lower panel, using positive values for excesses and

negative values for deficits. If a p-value greater than 50% is found the corresponding significance is not

shown (see text).

The choice of dijet mass binning was motivated by the absolute resolution of the signal in the dijet

mass distribution. The m j j resolution was evaluated using Monte Carlo as described in Ref. [3] and it

was found to improve from 7% at 1 TeV to less than 4% at 3 TeV. The analysis of the mass spectrum

begins with this distribution normalised to events per bin. The maximum-likelihood fit to determine the

four parameters of the smooth function is intended to be applied to a distribution in events per GeV,

while retaining integer bin contents to account for Poisson statistics. The bin-width correction required

to bridge these units is performed within the fitting procedure.

To test the degree of global consistency between the data and the fitted background, the p-value of

the fit is determined by calculating the χ2-value from the data and comparing this result to the χ2 distri-

bution obtained from pseudo-experiments drawn from the background fit, as described in the previous

publication [1]. In the current analysis, the χ2/NDF = 15.5/18 = 0.86, corresponding to a p-value of

0.61, showing that there is good agreement between the data and the fit.

The BumpHunter algorithm [14, 15] is used to establish the presence or absence of a localised res-

onance in the dijet mass spectrum, assuming Poisson statistics, and taking proper account of the “look-

elsewhere effect” [16], as described in greater detail in previous publications [10, 17]. Furthermore, to

prevent any new physics signal from biasing the background estimate, the region corresponding to the

2 In mass bins with a small expected number of events, where the observed number of events is similar to the expectation,

the Poisson probability of a fluctuation at least as high (low) as the observed excess (deficit) can be greater than 50%, as a result

of the asymmetry of the Poisson distribution. When the significance is below zero in a bin, it is not meaningful, and the bar is

not drawn in this case.

3

3

large tail at low mass values.

A data-driven method is used to estimate the background from QCD multijet production. We
fit the following parameterization to the data:

d⇥

dmjj
=

P0(1 � x)P1

xP2+P3 ln (x) , (1)

with the variable x = mjj/
⇥

s and four free parameters P0, P1, P2, and P3. This functional
form was used in previous searches [1, 5, 6, 36] to describe both data and QCD predictions. In
Fig. 1 we show the fit, which has a chi-squared (�2) of 30.65 for 35 degrees of freedom, and the
difference between the data and the fit value, normalized to the statistical uncertainty of the
data. No deviations that are statistically significant are observed between the distribution of
the data points and the smooth fit through all the data. The highest mass event (5.15 TeV) is
shown in Fig. 3. We proceed to set upper limits on the cross section of new physics processes.

 (
p
b
/G

e
V

)
jj

/d
m

!
d

-810

-710

-610

-510

-410

-310

-210

-110

1

10

Data

Fit

QCD MC

JES Uncertainty

CMS Preliminary
-1 = 8 TeV , L= 19.6 fbs

| < 1.3
jj
"#| < 2.5 , |"|

 > 890 GeV , Wide Jetsjjm

A / C (3.6 TeV)

W’ (1.9 TeV)

Dijet Mass (GeV)

1000 1500 2000 2500 3000 3500 4000 4500 5000 5500

D
a

ta
!

(D
a
ta

-F
it
)/

-4
-3
-2
-1
0
1
2
3
4

Figure 1: Dijet mass spectrum from wide jets (points) compared to a smooth fit (solid) and
to predictions [31] including detector simulation of QCD and signal resonances. The QCD
prediction has been normalized to the data (see text). The error bars are statistical only. The
bin-by-bin fit residuals, (data-fit)/⇥data, are shown at the bottom.

4 Limits
We use the dijet mass spectrum from wide jets, the background parameterization, and the dijet
resonance shapes to set specific limits on new particles decaying to the parton pairs qq (or
qq̄), qg, and gg. A separate limit is determined for each final state (qq, qg, gg) because of the
dependence of the dijet resonance shape on the number of gluons.

The dominant sources of systematic uncertainty are described below:

CMS PAS EXO-12-059 ATLAS CONF-2012-148

Pythia 6.4
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Event Generators

PYTHIA

HERWIG

SHERPA

Dipole-type parton shower, string hadronization

v6 Fortran; v8 C++

v6 Fortran; Herwig++

Angular-ordered parton shower, cluster hadronization

Dipole-type parton shower, cluster hadronization

C++
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http://projects.hepforge.org/herwig/

http://www.thep.lu.se/∼torbjorn/Pythia.html

http://projects.hepforge.org/sherpa/

“General-purpose event generators for LHC physics”, 	


A Buckley et al., arXiv:1101.2599, Phys. Rept. 504(2011)145

http://projects.hepforge.org/herwig/
http://www.thep.lu.se
http://projects.hepforge.org/sherpa/
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Generator Citations
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• Most-cited article only for each version	



• 2014 is extrapolation (Jan to Aug x1.5)
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Other relevant software 
(with apologies for omissions)

Other Relevant Software

Some examples (with apologies for many omissions):
Other event/shower generators: PhoJet, Ariadne, Dipsy, Cascade, Vincia

Matrix-element generators: MadGraph/MadEvent, CompHep, CalcHep,
Helac, Whizard, Sherpa, GoSam, aMC@NLO

Matrix element libraries: AlpGen, POWHEG BOX, MCFM, NLOjet++,
VBFNLO, BlackHat, Rocket

Special BSM scenarios: Prospino, Charybdis, TrueNoir

Mass spectra and decays: SOFTSUSY, SPHENO, HDecay, SDecay

Feynman rule generators: FeynRules

PDF libraries: LHAPDF

Resummed (p?) spectra: ResBos

Approximate loops: LoopSim

Jet finders: anti-k? and FastJet

Analysis packages: Rivet, Professor, MCPLOTS

Detector simulation: GEANT, Delphes

Constraints (from cosmology etc): DarkSUSY, MicrOmegas

Standards: PDF identity codes, LHA, LHEF, SLHA, Binoth LHA, HepMC

Can be meaningfully combined and used for LHC physics!

Torbjörn Sjöstrand Challenges for QCD Theory slide 21/2440

Sjöstrand, Nobel Symposium, May 2013
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Parton Shower Monte Carlo
http://mcplots.cern.ch/

• Leading-order (LO) normalization        need next-to-LO (NLO)	



• Worse for high pT and/or extra jets        need multijet merging

• Hard subprocess: qq̄ ! Z0/W±

http://projects.hepforge.org/herwig/
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• Fairly good overall description of data, but…	



• Hard subprocess: LO no longer adequate	



• Parton showers: need matching to NLO	



✤ Also multijet merging	



✤ NLO showering?	



• Hadronization: string and cluster models	



✤ Need new ideas/methods	



• Underlying event due to multiple interactions	



✤ Colour reconnection necessary
42

Summary on Event Generators


